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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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Point of Interest (POI), is a dedicated geographic entity that someone 
may find useful or interesting information, like a restaurant, a hotel, a 
travel spot, or an office.

All of them are POIs

POI (Point of Interest) Knowledge Graph 

2/23
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POI Knowledge Graph

From single view data to
multi-view location information

POI

Latitude & 
Longitude

name

POI

Geographic 
attribute

Humanisti
c attribute

Content
attribute

POI knowledge graph: From POI profiling to POI semantics 
• Enrich tags/attributes to POI
• Build relations among POIs

Competitive relationship among POIs 
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POI Knowledge Graph

Spatio-temporal 
knowledge graph

Interest 
knowledge graph

Crowd 
knowledge graph

POI knowledge graph: Applications on Baidu Maps
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POI Knowledge Graph

Travel spot search Car park search Restaurant search

Spatio-
temporal 

knowledge 
graph

Spatio-
temporal 

knowledge 
graph

Interest 
knowledge 

graph

Interest 
knowledge 

graph

Crowd
knowledge 

graph

Crowd 
knowledge 

graph
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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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POI Knowledge Graph – Tag Refinement (KDD 2019)

• Tags are an important element for online maps 
- Describe the features of POIs.
- Mined from text or annotated by users

• Tags of POIs are usually incomplete or imprecise
- Incomplete: do not have enough users to generate tags
- Imprecise: errors by users or models

Motivation:
- Use machine learning method to refine the tags of POIs

POI: Tiananmen

Tag
Travel spot

A Collaborative Learning Framework to Tag Refinement for Points of 
Interest; in KDD 2019
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Tags describe the features of POIs.
POI: Tiananmen

Tag

Tags are an important 
component of online maps 

Travel spot

Motivation: Tag refinement of Points of Interest (POI)

4/23
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POI: Tiananmen

Tag

Travel spot

How can we get tags of POIs?
Usually, tags are mined from 

text
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Motivation: Tag refinement of Points of Interest (POI)
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POI: Tiananmen

Tag

Travel spot

How can we get tags of POIs?
Usually, tags are mined from text
or 
annotated by users
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Motivation: Tag refinement of Points of Interest (POI)
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POI: Tiananmen

Tag

Travel spot

The problem of our paper: 
Tag refinement of POIs Tags of POIs are incomplete 

or imprecise

Incomplete:
donot have enough users to 
generate tags

Imprecise:
Errors by users or models

7/23

Motivation: Tag refinement of Points of Interest (POI)
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POI Knowledge Graph – Tag Refinement (KDD 2019)

• From annotated POI-tag matrix to optimal POI-tag matrix

POI 1 POI 2 POI 3 POI 4 POI 5 … POI  n

TAG 1 1 1 0 1 1 … 0
TAG 2 0 0 1 1 1 … 0
TAG 3 1 0 1 0 0 … 0
TAG 4 1 1 0 0 1 … 1
TAG 5 1 1 1 0 0 … 1
… … … … … … … …
TAG m 0 0 0 0 1 … 1

Optimal POI-tag 
matrix
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POI Knowledge Graph – Tag Refinement (KDD 2019)

• Framework overview

Map 
query 
data

POI session 
graph

User 
profile
data

POI 
properties

TACL
(Tri-

Adaptive 
Collaborat

ive 
Learning)

Refined 
tags for 
POIs

Featur
es
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POI Knowledge Graph – Tag Refinement (KDD 2019)

• Feature Engineering

• POI property data:
- Text description of POI:  name, address, alias etc.
- Using word embedding trained on the Chinese corpus from 

Baidu Baike
- Average all the vectors to form property features

• POI profile features
- “Users” of a POI as people who have searched the POI on 

Baidu Maps
- POI profile feature vector is the histogram statistics of user 

profile distribution

20/80



POI Knowledge Graph – Tag Refinement (KDD 2019)

Features from mobility data

• POI session graph
- if there are many users interacting with two 
POIs in a short time session, there exists an 
edge between these two POIs.

- Calculate the tag distribution of its neighbors in 
the POI session graph.

• Tag features is aggregated from the POI features

co-search times

Examples of nodes and edges in  
POI session graph

Examples of features from POI session graph

User behavior on 
POI data

21/80



POI Knowledge Graph – Tag Refinement (KDD 2019)

Propose a tri-adaptive collaborative learning framework to tag 
refinement for POI in Baidu Maps

The number of POIs with 
“parent-kids” tag is 
increased by 55.6%, and 
the total click volume of 
the POIs having “parent-
kids” tag is increased by 
38.0%.

Refined
POI tag

Case study

Map query 
data

User profile
data

POI 
prosperities

POI-tag 
annotated 

matrix
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• Tri-Adaptive Collaborative Learning framework (TACL) to tag refinement 
for POIs in Baidu Maps

• Multi-view learning with three components:
- NMF 
- Pair-wise 
- MLE 

• Regularization & consistency 
for multi-view learning

• Prediction with ensemble

POI Knowledge Graph – Tag Refinement (KDD 2019)

Map query 
data

User profile
data

POI 
prosperities

POI-tag 
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Tag Refinement Framework

• Tri-Adaptive Collaborative Learning framework (TACL) to tag refinement 
for POIs in Baidu Maps

• Three components:
- NMF: non-negative matrix factorization

Suppose POI-tag annotated matrix is !"
NMF is to find Q and R  (with nonnegative
entries) such that

!" ≈ QR
With optimization by with the Frobenius norm:

ℒ'( =∥ !" − QR ∥,- ./01 Q ≥ 0, R ≥ 0

Map 
query 
data

User profile
data

POI 
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Tag Refinement Framework

• Tri-Adaptive Collaborative Learning framework (TACL) to tag refinement 
for POIs in Baidu Maps

• Three components:
- Pair-wise: matching similarity between 

POIs and tags based on their features

Map 
query 
data

User profile
data

POI 
prosperitie

s
POI-tag 
annotate
d matrix
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Tri-adaptive collaborative framework for 
POI tag refinement

A = C(()D(+)+

C ( = [C FG , … , C FI ]
+

D + = [D K⃗G , … , D K⃗I ]+

C(() LIM D(+)+ are Siamese networks with
two multilayer perceptron  (MLP) network to process 
the POI and tag in parallel, just like Siamese 
network for Question Answering. 
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Tag Refinement Framework

• Tri-Adaptive Collaborative Learning framework (TACL) to tag refinement 
for POIs in Baidu Maps

• Three components:
- Pair-wise:

Map 
query 
data

User profile
data

POI 
prosperitie

s
POI-tag 
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d matrix
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Tri-adaptive collaborative framework for 
POI tag refinement

A = C(()D(+)+

Optimization function:
1) Minimize the loss between the pairwise 
similarity and the annotated POI-tag matrix !"

2) regularize the difference between the
pairwise similarity matrix and low-rank recovered matrix QR

C(() EFGD(+)+ are MLP network. 

ℒIJK = − 6
KMNMF
KMOMP

(QRNOSTD(C IN D U⃗O ) + (K− QRNO)STD(K−C IN D U⃗O )

ℒWXY =∥ &([)*(\)] − QR ∥Y
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Tag Refinement Framework

• Tri-Adaptive Collaborative Learning framework (TACL) to tag refinement 
for POIs in Baidu Maps

• Three components:
- Pair-wise:

Map 
query 
data

User profile
data
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Tri-adaptive collaborative framework for 
POI tag refinement

A = C(()D(+)+

C(() EFGD(+)+ are MLP network. 

Regularization with consistency:
1) Ensure the consistency between the POI similarity 
defined by POI-tag matrix and the MLP network C(H)

2) Ensure the consistency between the tag similarity 
defined by POI-tag matrix and the MLP network g(H)

ℒJJ =∥ C ( C ( + − QR(#$)O∥P

ℒQQ =∥ D + D + + − (#$)O#$ ∥P
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Tag Refinement Framework

• Tri-Adaptive Collaborative Learning framework (TACL) to tag refinement 

for POIs in Baidu Maps

• Three components:

- MLE: multi-label classification, 

using an MLP model to predict the 

tags of a POI. 

Optimization function:

1) Minimize the loss between predicted tags

and the observed POI-tag matrix !"

2) regularize the difference between the predicted score 

and matrix QR
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POI Knowledge Graph – Tag Refinement (KDD 2019)
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Tri-adaptive collaborative framework 
for POI tag refinement

• Optimization
- Alternating optimization strategy
- Optimize QR with sequentially quadratic optimization
- Optimize other parameters by gradient descent with adaptive 

momentum (ADAM) optimizer

• Prediction
For a candidate POI .A, the predicted
scores are:
Pair-wise: BC,∗

DE = G DC H +
NMF:  retrieve top 345POI from 

dataset by similarity defined
by function & I , then 
BC,∗
JG=

K

L:;
∑N OPJG (QR)N,∗

MLE: BC,∗S = S DC
Result: yA,∗ = (1 − V − W) BC,∗

JG + VBC,∗
DE+ WBC,∗S
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Experiments

• Datasets
- POI data of two cities in China : Beijing and Chengdu 

• Baselines:    
- TransE (Translating Embeddings in KG)
- PPE (Predictive Place Embedding for POI tag annotation)
- TMC (Tag Completion Algorithm from an image processing 

method)
- NMF (Non-negative Matrix Factorization)
- MLP (Multilayer Perceptron)
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Experiments

• Performance evaluation on original data

TACL and baselines on original data
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Experiment

Performance(%) evaluation with adding noisy tags to 
50% of POIs

Performance(%) evaluation with randomly removing a half of 
tags of 50% of POIs
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POI Knowledge Graph – Tag Refinement (KDD 2019)

Case study 

• A deployed case for tag refinement on Baidu Maps - “parent-
kids” tag completion 

The number of POIs with “parent-kids” tag is increased by 55.6%, and the 
total click volume of the POIs having “parent-kids” tag is increased by 38.0%.
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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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supermarket store restaurant

competitive relationship
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KFC

McDonald'
s

I want to eat

Competition!
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Motivation

• Help to make a reasonable price level
• For Location-based services: POI recommendation,  

advertising …
•We introduce an approach for POI competitive analysis

37 /80



How to predict and

analyze the competitive

relationship of POIs…
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Framework Overview

• The POI competitive relationship analysis process

Map
query 
data

User
review data

POI 
attributes

HPIN
(Heterogeneous
POI Information

Network)

competitive
relationship

POI graph

Aspect graph

DeepR
Learning

Framework

Competitive Analysis for Points of Interest; in KDD 2020 39 /80



HPIN Construction

• Competitive Relationship Prediction for POI
•
•

Competitive Analysis for Points of Interest; in KDD 2020 40 /80



HPIN Construction

• POI Attribute: spatial heat map 
• Treat POI with its surrounding neighborhood as !×! image 

returns the hot value of "

limits " has a category of #

All POIs in the grid $%

Competitive Analysis for Points of Interest; in KDD 2020 41 /80



HPIN Construction

• POI-POI Relation: co-query
• Co-query edges based on map query data 

• Divide POI graph into two sub-graphs
• Diffusion graph
• Affinity graph

!"

!#

!$

!%

POI
graph

Same-category edge
different-category edge
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HPIN Construction

• Aspect extraction: select top k aspects sorted by TF-IDF
• Relation of brand-aspect: TF-IDF weight 
• Relation of aspect-aspect: PMI 
• Relation of brand-brand: meta-path

• Define meta-path:
• PathSim for weight:

43 /80



Our Proposed Model
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• Limitations of classical message-passing neural networks 
(MPNNs)

• lose the spatial information of POIs
• lack of the ability to capture distant-range spatial location 
dependencies

Spatial Adaptive Graph Neural Network

different!
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Spatial Adaptive Graph Neural Network

!"# !"$
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Spatial 
AGG • Local oriented aggregation:

• Global oriented aggregation:

• evenly divide the neighbors 
of each POI node ' into 
several sectors

• use the same graph 
convolutional rule based on 
symmetric normalized 
Laplacian as GCN

Competitive Analysis for Points of Interest; in KDD 2020
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Spatial Adaptive Graph Neural Network
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Spatial 
AGG

• Use heat map convolution layer to model 
the surrounding environment 

• Use location-aware attentive propagation 
layer to process the relative spatial 
positions between POIs

2. concatenate 01and 21

1. CNN for spatial heat map 
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Spatial Adaptive Graph Neural Network
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Spatial 
AGG

• Use heat map convolution layer to model 
the surrounding environment 

• Use location-aware attentive propagation 
layer to process the relative spatial 
positions between POIs

2. Attention weight 

1. Location encoder 
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Spatial Adaptive Graph Neural Network
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Spatial 
AGG

• Use heat map convolution layer to model 
the surrounding environment 

• Use location-aware attentive propagation 
layer to process the relative spatial 
positions between POIs

2. Attention weight 

1. Location encoder 
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• Apply SA-GNN on the two sub-graphs
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• Relation-aware convolution (RAConv)
• learn representations for brand and aspect

• Cross Attention
• Calculate the similarity

• Weighted sum 

Pairwise POI Knowledge Extraction

attention

Cross Attention Layer

!"

!#
$",#

…

Aspect Graph

RAConv
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• Settings
• Experiments are conducted on two real-world POIs 

datasets in Beijing and Chengdu.

• Baselines

Experiments

• Rule-based methods

DIST, EW

• Feature-based methods

MLP, XGboost 

• Graph embedding methods

DeepaWalk, Node2Vec

• GNN-based methods

GCN, GAT, SEAL, Geom-GCN, HAN

Competitive Analysis for Points of Interest; in KDD 2020
51 /80



• Overall Comparison

Experiments

• Our proposed model DeepR achieves the best performance
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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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Geodemographic Influence Maximization

Outdoor advertising in the form of printed posters and 
billboards, as well as their digital counterparts, is gaining 
appeal due to its proven effectiveness; its revenue is in the 
order of 30 billion dollars in the US alone.

Given a set of locations in a city, 
on which ones should we place ads on 
so as to reach as many people as possible 
within a limited budget?

Key points:
1. How to deal with influence overlap
2. Data should be easily obtained
3. Efficiency to real-world large-scale data

Geodemographic Influence Maximization

Problem definition

56 /80



Geodemographic Influence Maximization

Geodemographic Influence Maximization

Our model is based on the probability graph,  
G=(V,E,cost,coord,spec). 

Then a spector who stand on node u and will 
move k steps will be influenced by the selected 
nodes set S by the probability:

GIM problem is to find

where

We show that GIM is NP-hard but F is 
monotone and submodular.

A simple case of GIM. Each row in the table 
calculates the probability of a path of ! steps 
between node "1 (where a member of 
population stands) and any location, for ! = 1 
and ! = 2. To maximize the aggregate 
probability, contributed by all selected 
locations, of hitting such a path under a budget 
of 5$, it suffices to chose locations "3 and "4, 
with total probability 0.42 + 0.12 + 0.40 = 0.94. 
As paths "1"2 and "1"2"5 are not affected by 
the solution, we strip a line over them.

Geodemographic Influence Maximization; in KDD 2020
57 /80



Geodemographic Influence Maximization

Geodemographic Influence Maximization

Geodemographic Influence Maximization; in KDD 2020

A basic greedy algorithm:
In each iteration, we add to ! the vertex "
that maximizes the unit marginal influence, 
#$(&)
()*+(&) ,unless adding " violates the budget, 
where ,-(.)=,(! ∪ ") − ,(!). Its time 
complexity is         0(1|2|2(|2| + |3|)), 
where 1 is a given threshold.

Locality property:
People check-in at a few places within 
each trip. It follows that each network 
location may be influenced by, or exercise 
influence upon, nearby locations only. 
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Geodemographic Influence Maximization

Geodemographic Influence Maximization

Geodemographic Influence Maximization; in KDD 2020

Lazy-Sower:
Marginal Influence Improvement boosts the 
computation of !"($). 

LazyTag reduces the number of nodes to 
check in each iteration by maintaining tight 
bounds of marginal influence for each nodes. 

Its time complexity is &('|(||V($,')| · (|V($,')| 
+ |E($,')|)), 
For ' = 5 in Beijing data, the average of |V($, 
')| and |E($, ')| is respectively 1/2997 and 
1/2429 of |(| and |)|.
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Geodemographic Influence Maximization

Geodemographic Influence Maximization

NN-Sower:
This variant trains a 
neural network (NN) 
model to choose network 
regions likely to yield 
good candidates. 

In each iteration, it 
chooses a region using 
the NN, 
randomly generates a 
subset of candidate 
nodes therein, 
and returns the one that 
maximizes unit marginal 
influence.

Geodemographic Influence Maximization; in KDD 2020
60 /80



Geodemographic Influence Maximization

Geodemographic Influence Maximization

Our method: Lazy-Sower & NN-Sower        Baseline: CELF(state-of-the-art)

Lazy-Sower: Same influnce and 20% runtime as CELF
NN-Sower: 91% influence and 2% runtime as CELF

Geodemographic Influence Maximization; in KDD 2020
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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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Problem Definition

� Multi-level POI Recommendation
¡Given a user, a historical interaction pattern Q, and a parameter k,
we aim to return the top-k most relevant POIs at varying levels of
granularity covered by the POI tree T .

Spatial Object Recommendation with Hints: When Spatial Granularity Matters; in SIGIR 2020
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Approach

� A straightforward solution
¡ Build a separate recommendation model for each level of spatial granularity
¡ Apply an existing POI recommendation algorithm directly

� Drawback
÷ It may not fully leverage mutual information among POIs at different spatial 

granularity levels. 

÷ For example, a user may prefer to visit an area because of the POIs contained in 
that area.

Challenge
How can we achieve a one-size-fits-all model to make effective
recommendations at every level of spatial granularity?

Spatial Object Recommendation with Hints: When Spatial Granularity Matters; in SIGIR 2020
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Approach

� MPR Model

Spatial Object Recommendation with Hints: When Spatial Granularity Matters; in SIGIR 2020
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Experiment

� Datasets
¡ Baidu Maps: two city-level datasets (Beijing and Chengdu)

� Baselines
¡ WRMF [7]: weighted regularized matrix factorization
¡ BPRMF [8]: bayesian personalized ranking
¡ PACE [9]: preference and context embedding
¡ SAE-NAD [10]: self-attentive autoencoders with neighbor-aware

influence
� Evaluation Metrics

¡ precision (P@k)
¡ normalized discounted cumulative gain (NDCG@k)
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Experiment

� Q1�Our MPR model vs the state-of-the-art methods
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Experiment

� Q2�Our MPR model under varying hyper-parameter settings
¡ Impact of matrix tradeoff parameter !
¡ Impact of embedding size "#
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Experiment

� Q3�Recommendation hints derived from our MPR model
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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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Intent Detection and Entity Linking
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• Motivation: Language Understanding (LU) for spatial 
domain queries

- Voice assistants on smart speakers and mobile 
devices.

- E.g. recommending restaurants, providing route 
planning

• Problem: intent detection and entity linking
- Challenge1: lexical-similar but diverse intents, e.g. 

- “����������� VS�����	������
- Entities is diverse and ambiguous.

- ���
��food name and brand name

Joint Intent Detection and Entity Linking on Spatial Domain Queries, Findings of EMNLP 2020
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Intent Detection and Entity Linking
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Experiment

• Dataset- SMQ
- 44,000 for training,
- 5,500 for validation, 
- 5,500 for testing

- Baseline
- FastText
- CNN
- BERT
- Slot-Gated Atten
- Stack-Propagation

74 /80
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• Introduction

• POI Knowledge Graph Construction
- Tag refinement
- Competitive relationship

• POI-KG application
- Geodemographic Influence Maximization
- Multi-level POI recommendation
- Joint Intent Detection and Entity Linking
- Multi-Modal Transportation Recommendation

Outline
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�

Faster than bus &
drive

�

Cheaper than taxi

������
���	
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Conclusion

• POI knowledge graph
• Enrich the information of POI
• Multiple views and attributes of POI  
• Build semantic structure of POI 

•Applications
• A new way to investigate the POI from knowledge graph 

view
• Enhance the AI-based Maps.
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• @

•Our mission
• The research of Business Intelligence Lab (BIL)  primarily 

focuses on developing effective and efficient data analysis 
techniques for emerging data-intensive applications

• @ .
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Q&A
Thanks!

���
��
zhoujingbo@baidu.com
���	:http://zhoujingbo.github.io/
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