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What is Multimodal Knowledge?



Multimodality: is the application of 
multiple literacies within one medium1.

[1] https://en.wikipedia.org/wiki/Multimodality

Knowledge: Facts acquired through experience or education; 
the theoretical or practical understanding of a subject

------Oxford dictionary (English) , 2016



Multimodal knowledge:
is an awareness or understanding of someone 

or something in different multimodalities. 



We can extract different multimodal knowledge on 
a same fact (or a same conventional knowledge)

We can use different multimodal knowledge to 
understand on a same thing (a conventional entity)



Case 1:
南昌天气晴，局部地区有短时降雨

（图片来源于网络，仅供示意）

Symbol and Temperature Knowledge

Geography Knowledge Weather Specific KnowledgeGestural and Linguistic Knowledge

Spoken and Visual Knowledge

欢迎大家参加
CCKS，江西省
最近到秋天了，
所以南昌这几
天都是好天！



Case 2:
这款商品真的很不错！

Gestural and 
Facial Expression Knowledge

Domain Specific Knowledge

v

vVisual Knowledge

v

v
Text, Dialogue, and 

Linguistic Knowledge



We can use different multimodal knowledge to 
understand on a same thing (a conventional entity)

We can extract different multimodal knowledge on 
a same fact (or a same conventional knowledge)



Image

Text

KG

Case 3:



Case 4:



Why we need multimodality?



Cognitive and  Knowledge Graph View



Marvin Minsky
The Society of Mind, 1986

Framework for representing knowledge

Yoshua Bengio
NeurIPS Keynote, 2019

From system 1 DL to system 2 DL



Neural (System1) Symbolic (System2)

Input  
(Question)

Goal 
(Answer)



VQA, Commonsense QA,
KBQA，and Machine Reading Comprehension

Visual generalisation vs. Symbolic 
generalisation



Neural (system1) are 
• powerful for some problems 
• robust to data noise 
• hard to understand or explain 
• poor at symbol manipulation 
• unclear how to effectively use 

background knowledge

Symbolic (system2) are 
• Usually poor regarding machine learning 

problems 
• Intolerant to data noise 
• Easy to understand and assess by a 

human 
• Good at symbol manipulation 
• Designed to work with background 

knowledge

Cognitive Theory Knowledge Graph Perspective 

“神经+符号”：从知识图谱角度看认知推理的发展, 《中国计算机学会通讯》，2020年第16卷第8期



Neural+Symbolic:
• powerful machine learning paradigm
• robust to data noise
• easy to understand and assess by humans
• good at symbol manipulation
• work seamlessly with background knowledge

deep learning
semantic

searchQA

knowledge
recommendation

KR

DL

database

reasoning
knowledge

graph

Neural Symbolic

representation 
learning

GNN

meta
learning

reinforcement 
learning

Multimodal Knowledge Graph ？



Application View



More cross-modal relations, more details 
and more answers 



VQA, Complicated scene understanding Cross-modal entity grounding 



Yao Ming and Tracy McGrady of the Houston Rockets 
visit Beijing in 2004







Cross-modal Disambiguation:
Heterogeneous in modal, but correlated in semantic 



Result：
姚明（100）
威尔史密斯（39）
梅兰芳（36）

Visual Entity Disambiguation



刘欢在美国超市被偶遇，买8美元面包，
爽快接过纸笔给网友签名

Textual Entity Disambiguation



What is Multimodal Knowledge Graph?



ESP Game
2004

iM
2008，2009

ImageNet,
Visipedia
2009,2010

NEIL: Image 
Knowledge 

Miner 
2013

IMGpedia
2015,2017

Multimodal
Knowledge 

Graph
2019

• Labeling Images with a Computer Game

• Interlinking Multimedia
• Apply Linked Data 

Principles to Multimedia 
Fragments built upon the backbone 

of the WordNet

• Automatically extracting
• Semi-supervised learning
• Discovers common sense 

relationships
Semantic Web 
formats

Still many unsolved 
problems



Emerging Multimodal KG Work
Node:
• Image entity
• Text entity
• Visual concept
• Textual concept 

Relation:
• is-a
• has-visual-object 
• meta-of
• has-tag
• co-locate-with 

Dihong Gong , Daisy Zhe Wang 
Towards Building Large-Scale Multimodal Knowledge Bases



Shih-Fu Chang, Alireza Zareian, Hassan Akbari, Brian Chen, Heng Ji, Spencer Whitehead, Manling Li
Multimodal Knowledge Graphs: Automatic Extraction & Applications 

Emerging Multimodal KG Work



Emerging Multimodal KG Work

Li, Manling, et al. “Gaia: A fine-grained multimedia knowledge extraction system.” Proceedings of the 58th Annual Meeting 
of the Association for Computational Linguistics: System Demonstrations. (ACL 2020).



Emerging Multimodal KG Work

Li, Manling, et al. “Gaia: A fine-grained multimedia knowledge extraction system.” Proceedings of the 58th Annual Meeting 
of the Association for Computational Linguistics: System Demonstrations. (ACL 2020).



Emerging Multimodal KG Work

Sun, Rui, et al. “Multi-modal Knowledge Graphs for Recommender Systems.” Proceedings of the 29th ACM 
International Conference on Information & Knowledge Management (CIKM 2020).



Xie, Qinghua Wen, et al. “Construction of Multi-modal Chinese Tourism Knowledge Graph”

Emerging Multimodal KG Work



Emerging Multimodal KG Work

Kannan, Amar Viswanathan, et al. “Multimodal Knowledge Graph for Deep Learning Papers and Code.” Proceedings of the 29th ACM 
International Conference on Information & Knowledge Management （CIKM 2020）.



Emerging Multimodal KG Work

Datasets: 
MMKG FB15K-DB15K and 
FB15K-YAGO15K

Chen, Liyi, et al. “MMEA: Entity Alignment for Multi-modal Knowledge Graph.” International Conference on 
Knowledge Science, Engineering and Management (KSEM 2020). (Best Paper)

Liu, Ye, et al. “MMKG: multi-modal knowledge graphs.” European Semantic Web Conference (ESWC 2019). 



Emerging Multimodal KG Work

Xin Luna Dong, Building a Broad Knowledge Graph for Products, 2019



Emerging Multimodal KG Work

Yen, An-Zi, Hen-Hsen Huang, and Hsin-Hsi Chen. “Multimodal joint learning for personal knowledge base 
construction from Twitter-based lifelogs.” Information Processing & Management (2019): 102148.



Emerging Multimodal KG Work

Jiayi Chen, Aidong Zhang “HGMF: Heterogeneous 
Graph-based Fusion for Multimodal Data with 

Incompleteness”, KDD 2020



Our Multimodal Knowledge Graph
Enhance KG

Visual relation detection Cross-modal Entity Linking

Person
stand next 
to Person

Man2
(McGrady)

hold Ball
(Spalding)

at
Rostrum

(Tian’anm
en)

beside

wear
Jacket

(Houston 
Rockets)

Man1
(Yao Ming)

Multimodal Knowledge Graph

知识单元

知识图谱：
1）节点和边
2）三元组

多模态分面1
多模态分面3

多模态分面2

事件知识图谱

事件图谱

多模态图谱
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Enhance KG

Application

Enhance KG

Visual relation detection Cross-modal Entity Linking

Person
stand next 
to Person

Man2
(McGrady)

hold Ball
(Spalding)

at
Rostrum

(Tian’anm
en)

beside

wear
Jacket

(Houston 
Rockets)

Man1
(Yao Ming)

Multimodal Knowledge Graph



1. Enhance KG

Image in KGs are very sparse

Missing visual relations 



sameAs

Image relation

city

sight person

KG sources

wiki

Google Yahoo

Bing

image sources

Data Collection Image Processing Relation Discovery

Clustering

Diversity

Feature

rpo:KGentity

rpo:Image

rpo:pixel  (xsd:string)
rpo:height  (xsd:float)
rpo:width  (xsd:float)

rpo:Descriptor

rpo:value  (xsd:string)
rpo:Imageof rpo:Describes

rpo:GHD rpo:CLD

rpo:CM rpo:GLCM

rpo:HOGS rpo:HOGL

rdfs:subClassOf

rpo:ImageSimilarity

rpo:Similarity  (xsd:float)
rpo:DescriptorType

rpo:sourceImage
rpo:targetImage

rpo:sameAs rpo:contain

Visual relation ontologyDiversity detection 

1. Enhance KG



Wikipedia

Bing Yahoo Google

Motivation: few images

Method: collect image resources

Richpedia is G, G=(E, R), E: entities R: relations

l Issue 1: Noise-containing image
l Method: K-means cluster
l Implement: Noise is an outlier in the clusters, 

and outliers are removed

l Issue 2: High image similarity
l Method: Diversity detection algorithm
l Implement:

𝑠𝑖𝑚 𝑒%, 𝑒' = )𝑚𝑖𝑛	(𝐻. 𝑒% − 𝐻.(𝑒'))
1

.23

First choose the center of mass, then choose the point 
farthest from the center of mass, and select the farthest
point of those selected points in turn.

1. Enhance KG



For each image, we generate five descriptors:

l rpo:GHD(Gradation Histogram Descriptor)

l rpo:CLD(Color Layout Descriptor)

l rpo:CMD(Color Moment Descriptor)

l rpo:GLCM(Gray-level co-occurrence matrix)

l rpo:HOG(Histogram of Oriented Gradient)

Richpedia is G, G=(E, R), E: entities R: relations

Source Image 2-NN 3-NN1-NN

4-NN 5-NN 6-NN 7-NN

8-NN 9-NN 10-NN

1. Enhance KG



Richpedia is G, G=(E, R), E: entities R: relations

City_id:wd:Q84
Name:London

rpo:imageof rpo:imageof

rpo:sameAs

<wd:Q84,wdt:P31,wd:Q515> 
<rp:0000001,rpo:imageof,wd:Q84>

<rp:0000001,rpo:sameAs,rp:0000002>
Visual relation ontology

1. Enhance KG



Richpedia is G, G=(E, R), E: entities R: relations

• Rule based: simple but effective and efficient

• Rule1: If there is a hyperlink in the description, the relationship is discovered by a string 
mapping algorithm between the keyword and the predefined relational ontology.

• Rule2: If there are multiple hyperlinks in the description, cyclically input the KG entity 
corresponding to the hyperlink, simplifying the situation to Rule1.

• Rule3: If there are no hyperlinks in the description, use the named entity recognition tool to 
find the KG entities and simplify the situation to Rule1 and Rule2.

1. Enhance KG



Richpedia.cn

We will introduce how 
to use this dataset later

Meng Wang, Guilin Qi, Haofen Wang and 
Qiushuo Zheng. Richpedia: A Large-Scale, 

Comprehensive Multi-Modal Knowledge Graph. 
Big Data Research, 2020

1. Enhance KG



Enhance KG

Visual relation detection Cross-modal Entity Linking

Person
stand next 
to 
Person

Man2
(McGrady)

hold Ball
(Spalding)

at
Rostrum

(Tian’anm
en)

beside

wear
Jacket

(Houston 
Rockets)

Man1
(Yao Ming)

Visual Relation Detection
(Unbalanced, Long-tail)

Application

Multimodal Knowledge Graph



2. Visual Relation Detection

Input Output

person-on-motorcycle person-wear-helmet motorcycle-has-wheel

The aim of visual relation detection is to provide a comprehensive understanding of an image 
by describing all the objects within the scene, and how they relate to each other 

Spatial and Semantic information
Feature Space Relation Space

VTransE, CVPR 2017

Statistical Information

Neural motifs: Scene graph parsing with global context 
(CVPR2018)Language Priors, ECCV 2016



2. Long-tail Visual Relation Detection

Learning to compose dynamic tree structures for visual 
contexts, CVPR 2019

Our method



2. Long-tail Visual Relation Detection

feature sparsity can be alleviated by using the 
feature-level attention mechanism 

achieve massages passing from 
predicates or objects in different images 



2. Long-tail Visual Relation Detection

Weitao Wang, Meng Wang, Sen Wang, Guodong Long, Lina Yao, and Guilin 
Qi. One-Shot Learning for Long-Tail Visual Relation Detection. AAAI 2020. 



2. Unbalanced Visual Relation Detection

pizza on a plate

pizza on plate man on elephant

man on an elephant

(a) Nonstandard label (b) Features overlap

boy carrying surfboard

boy on surfboard

few
num.

lager
num.

Due to the existence of nonstandard labels, excessive attention to 
low-frequency visual relation will affect the performance of the 

scene graph generation model.



2. Unbalanced Visual Relation Detection

We use the method of memory features to realize the transfer of high-frequency relation 
features to low-frequency relation features.



2. Unbalanced Visual Relation Detection

• The calculation of visual relation memory is based 
on the prototype of each class, which is the mean 
of each category of features in the training set.

• The direct observation features and memory 
features are fused to realize the information 
exchange between the current relation and other 
relations

• We also utilize the statistical information 
(distribution) from the training set to influence the 
results of the model.



Our model achieves evident improvement in almost all relations (47/50)

2. Unbalanced Visual Relation Detection

Weitao Wang, Ruyang Liu, Meng Wang, Sen Wang, Xiaojun Chang, and Yang Chen. 
Memory-Based Network for Scene Graph with Unbalanced Relations. 28th ACM MM 2020. 



Enhance KG

Visual relation detection Cross-modal Entity Linking

Person
stand next 
to 
Person

Man2
(McGrady)

hold Ball
(Spalding)

at
Rostrum

(Tian’anm
en)

beside

wear
Jacket

(Houston 
Rockets)

Man1
(Yao Ming)

(from classes to entities)
Cross-modal Entity Linking

Application

Multimodal Knowledge Graph



3. Cross-modal Entity Linking



3. Cross-modal Entity Linking

Learning to Rank
With

Modal Attention



3. Cross-modal Entity Linking

Man2

hold Ball

at Rostrumbeside

wear Jacket

Man1



3. Cross-modal Entity Linking

Qiushuo Zheng, Meng Wang, Guilin Qi, Chaoyu Bai. Semantic Visual Entity Linking 
based on Multimodal Learning. AAAI. 2021 (submitted)
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Multi-modal KG Completion

Logan IV R L, Humeau S, 
Singh S. Multimodal attribute 

extraction. NIPS, 2017.



Input

Output

[三人、白色/浅色、不带]

Item Details

Multi-modal KG Completion

Our MKG base model



Is the multi-modal KG really helpful?

Adversarial Evaluation of Multimodal Machine Translation. EMNLP 2018. (CCF B)

Only needed for incorrect, ambiguous, and gender-neutral words



Probing the Need for Visual Context in Multimodal Machine Translation. 
NAACL 2019. (CCF B)

This dominance effect corroborates the seminal work of Colavita (1974) in Psychophysics 
where it has been demonstrated that visual stimuli dominate over the auditory stimuli when 

humans are asked to perform a simple audiovisual discrimination task.

Is the multi-modal KG really helpful?



Realistic Re-evaluation of Knowledge Graph Completion Methods: An 
Experimental Study. SIGMOD 2020. (CCF A)

A Benchmarking Study of Embedding-based Entity Alignment for 
Knowledge Graphs. PVLDB 2020. (CCF A)

Is the multi-modal KG really helpful?



Is the multi-modal information only needed in very specific cases for KG?

Cross-modal Entity Linking？？？

Is the multi-modal KG really helpful?
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Parsing text to structured semantic graph 

Parsing images/videos to structures 

Grounding event/entities across modalities

Challenges

Shih-Fu Chang Alireza Zareian, Hassan Akbari, Brian Chen, Columbia University 
Heng Ji, Spencer Whitehead, Manling Li, UIUC 

Annotation Cost or Limited training data (domain specific)
Computational complexity
Limited fixed vocabulary 
Abstract concept not groundable



Real Challenges

• Multimodal Knowledge Representation:
• Multimodal
• Spatial-Temporal
• Event
• Rules

• Multimodal Representation Learning:
• Pre-trained model for multimodal KG
• Cross-modal alignment
• Computing and storage capacity

• Multimodal Data:
• KG
• Text
• Image or video



Multimodal Image?



Other Multimodal Data?

Li, Yue, et al. “Inferring multimodal latent topics from electronic health records.”
Nature communications 11.1 (2020): 1-17.



Other Multimodal Data?
Multimodal Tabular Data?

Feature Elements

Visual Composition，Texture，Size，Color，
Saturation，Focus

Motion Zooming/Tracking，Camera Position，
PerspectiveSpeed，Pan/Tilt，Editing

Audio Volume，Speed，Pitch，Music，Tone，
Frequency

Text Size，Placement，Color，Diction，
Tone，Font



Richpedia Demo



Thank you!


