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Introduction:

Chinese Event Detection is more complex than English Event Detection, because triggers are not always exactly match with a word. In Chinese Event Detection, a trigger can be the part of a word or cross multiple words. And traditional word embedding is difficult to consider cue words because they are scattered and far away from the triggers. To solve these problems, we proposed a model called HSGCN (Hybrid Syntactic Graph Convolutional Networks). The contributions of our model include: (i) an important feature for triggers identification, syntactic dependency, is introduced to our model, and exploiting graph convolutional networks which is well-suited for handling dependency tree to represent syntactic dependency, (ii) considering the semantic characteristics of Chinese vocabulary, combining word-level feature and character-level feature could keep the original semantic of Chinese word to improve the triggers identification, and (iii) provides state-of-the-art performance on ACE 2005 and KBPEval2017 datasets in Chinese event detection.

Architecture of HSGCN:

The overall architecture of our model

Approach:

The Architecture of HSGCN consists of the following four components: (a) sentence encoding that represents the sentence in both word-level and character-level; (b) sentence-level feature extraction based on syntactic graph convolutional networks and lexical feature extraction; (c) hybrid representation learning by combining word embedding and character embedding; (d) trigger generator and event type classifier.

We use the Skip-gram model to obtain the character embedding and word embedding, and represent syntactic dependency in sentence level based on GCN to improve the triggers identification. For trigger identification, we may rely on more structural information from character-level feature, while trigger classification would need more semantic information from word-level feature. Consequently, we train two gates to model the information flow for trigger identification and trigger classification.

Experiments & Results:

We evaluate HSGCN on KBPEval2017 dataset and test the model on the five most common event subtypes (Attack, Broadcast, Transport Ownership, Die, and Transfer Money) of KBPEval2017 dataset. For comparison purposes, we select NPN (Task-specific) as baseline in this subsection.

We propose a hybrid syntactic graph convolutional networks (HSGCN) for Chinese event detection that exploit the syntactic information to effectively model the sentence-level feature. Our model also consider the different effects of words and characters in trigger identification and trigger classification. Compared with traditional event detection methods, our approach efficiently capture syntactic dependency and generate a sentence-level feature based on GCN, thus can take advantage of event information that scattered in the sentence. Furthermore, in order to keep the original semantic of Chinese vocabulary, word embedding and character embedding are concatenated, which improve the accuracy of triggers identification.