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知识图谱

n知识图谱(Knowledge Graph)以结构化的形式描述客观世界中概念、实体及其关系

n大规模的知识图谱被构建和应用于多个领域

  语义检索、智能问答、实体链接、阅读理解……
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知识图谱实体对齐

n实体对齐 (entity alignment)，是判断不同知识图谱中的两个实体是否指向
真实世界同一对象的过程。
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基于相似度特征的实体对齐

n实体对齐的基本假设：（1）等价实体具有相似的属性（2）等价实体具有相似的邻接实体

n实体对齐的基本框架：
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基于相似度特征的实体对齐

given xi; it describes local information on nodes in
LFG;

• Edge feature function: g(yi, G(yi)) denotes the corre-
lation between nodes via the edge on the graph model;
G(yi) is the set of nodes having relations to yi;

• Constraint feature function: h(yi, H(yi)) defines con-
straints on all relationships, where H(yi) is the set of
relationships constrained on yi.

Based on the LFG model, we can define joint distribution
over Y as

p(Y ) =
∏

i

f(yi, xi)g(yi, G(yi))h(yi, H(yi)) (1)

In the following part, we introduce the definition of three
feature functions in detail.
(1) Node feature function

f(yi, xi) =
1
Zα

exp{αT f(yi, xi)} (2)

where f =< fout, fin, fcate, fauth > is a vector of feature
functions; α defines the corresponding weights; and variable
xi corresponds to article pair (ai1 , bi2). Functions fout, fin,
fcate and fauth are similarity functions based on outlinks,
inlinks, categories and authors. The similarity functions are
defined as follows:
(a) Outlink similarity function: it computes similarities

between articles based on the equivalent articles in their out-
links.

fout =
2 · |{(a

′
, b

′
)|(a

′
, b

′
) ∈ EL, a

′
∈ O(ai1), b

′
∈ O(bi2)}|

|O(ai1)|+ |O(bi2)|
(3)

(b) Inlink similarity function: it computes similarities be-
tween articles based on the equivalent articles in their in-
links.

fin =
2 · |{(a

′
, b

′
)|(a

′
, b

′
) ∈ EL, a

′
∈ I(ai1), b

′
∈ I(bi2)}|

|I(ai1)|+ |I(bi2)|
(4)

(c) Category similarity function: it computes similarities
between articles based on the equivalent categories between
them.

fcate =
2 · |{(c, c

′
)|(c, c

′
) ∈ EC, c ∈ C(ai1), c

′
∈ C(bi2)}|

|C(ai1)|+ |C(bi2)|
(5)

Here EC is a set of equivalent categories from two Wiki
knowledge bases.
(d) Author interest similarity function: it computes sim-

ilarities between articles based on their authors’ mutual in-
terests. In order to compute interest similarity between two
authors, we first represent each author as a vector of cate-
gories they have participated, then compute the angle of two
authors’ feature vectors, as shown in Figure 9. Let s(u1, u2)
be the interest similarity of two authors, the author interest
similarity of two articles is defined as

fauth =
1

|U(ai1)| · |U(bi2)|
∑

u1∈U(ai1
)

∑

u2∈U(bi2 )

s(u1, u2) (6)






 












 













  

Figure 9: An illustration of computing interest simi-
larity between authors (categories connected by red
dash lines are equivalent)

(2) Edge feature function

g(yi, G(yi)) =
1
Zβ

exp{
∑

yj∈G(xi)

βTg(yi, yj)} (7)

where g(yi, yj) is a function to specify whether there is a link
from node i to node j in the PCG(K1,K2); g(yi, yj) = 1
if there is a edge from node i to node j, otherwise 0. Edge
feature function is used to consider the relations between
nodes in the model, which is based on the assumption that
articles links to other two equivalent articles tend to be e-
quivalent, too. We should notice that similarity functions
fout and fin capture the relations between candidate cross-
lingual links and existing ones, but g(yi, G(yi)) is used to
model the relations within candidate cross-lingual links.

(3) Constraint feature function
Here, we set a rule that one article from K1 can only

have cross-lingual link with one article from K2, which is
consistent with real circumstances. Therefore, we define the
constrain feature function as

h(yi, H(yi)) =
1
Zγ

exp{
∑

yj∈H(yi)

γTh(yi, yj)} (8)

where H(yi) denotes the set of labels conflicting with yi
according to the 1-to-1 linking constraint. h is the contraint
function, h(yi, yj) = 0 if yi = 1 and yj = 1, otherwise 1.

4.2 Model Learning and Inference
Given a set of labeled nodes in the LFG, learning the

model is to estimate a optimum parameter configuration θ =
(α,β, γ) to maximize the log-likelihood function of p(Y ).
Based on Equtions 1-8, the joint distribution p(Y ) can be
written as

p(Y ) =
1
Z

∏

i

exp{θT (f(yi, yj),
∑

yj

g(yi, yj),
∑

yj

h(yi, yj))}

=
1
Z

exp{θT
∑

i

s(yi)} =
1
Z

exp{θTS}

(9)

where all feature functions for a node yi is briefly writ-
ten as s(yi) = (f(yi, yj)

T ,
∑

yj
g(yi, yj)

T ,
∑

yj
h(yi, yj)

T )T ;

Z = ZαZβZγ , and S =
∑

i s(yi). Thus, the log-likelihood
objective function is defined as

given xi; it describes local information on nodes in
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′
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′
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′
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(c) Category similarity function: it computes similarities
between articles based on the equivalent categories between
them.
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) ∈ EC, c ∈ C(ai1), c
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Here EC is a set of equivalent categories from two Wiki
knowledge bases.
(d) Author interest similarity function: it computes sim-

ilarities between articles based on their authors’ mutual in-
terests. In order to compute interest similarity between two
authors, we first represent each author as a vector of cate-
gories they have participated, then compute the angle of two
authors’ feature vectors, as shown in Figure 9. Let s(u1, u2)
be the interest similarity of two authors, the author interest
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Figure 9: An illustration of computing interest simi-
larity between authors (categories connected by red
dash lines are equivalent)
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Figure 9: An illustration of computing interest simi-
larity between authors (categories connected by red
dash lines are equivalent)
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Figure 9: An illustration of computing interest simi-
larity between authors (categories connected by red
dash lines are equivalent)
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相似度特征计算输入

• 基于链出的相似度

• 基于链入的相似度

• 基于分类的相似度

• 基于作者的相似度

对齐决策（分类）

维基百科

百度百科

[1] Wang, Z., Li, J., Wang, Z., & Tang, J. (2012). Cross-lingual 
knowledge linking across wiki knowledge bases. WWW.
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Table 2

Characteristics of proposed LD frameworks

RiMOM AgreementMaker CODI LogMap SERIMI Zhishi.links SLINT+

Data Input RDF, OWL SPARQL RDF, OWL RDF, OWL SPARQL RDF RDF

Supported linktypes owl:sameAs owl:sameAs owl:sameAs owl:sameAs owl:sameAs owl:sameAs owl:sameAs

Configuration adaptive manual manual manual adaptive manual adaptive

- matcher combination weighted
average

weighted
combination

weighted
average

weighted
average

- weighted
combination

weighted
average

Runtime optimization

- Blocking - - - - - - -

- Filtering indexing indexing - indexing - indexing indexing

String similarity
measures

! ! ! ! ! ! !

Further similarity
measures

- - - - - geographical
coordinates

inverted
disparity

Structure matcher - semantic
similarity

iterative anchor-
based mapping
generation

iterative anchor-
based mapping
generation

- semantic
similarity

-

Use of

- external dictionaries ?* ?* - ?* - - -

- existing mappings - - - - - - -

Post-processing - - Coherence
checks

Inconsistency
repair

- - -

Parallel processing - - - - - MapReduce -

GUI/web
interface/API

- / - / - !/ ? / - - / - / - !/ !/ - - / - / - - / - / - - / - / -

Download Tool/Source !/ - -1 / - !/ ! !/ ! !/ ! !/ - !/ -

Open Source project - - ! ! ! - -

Notes: “-” means not existing, “?” unclear from publication, “*” supported in respective ontology matching framework, 1 no answer on form
submission

support a flexible and dynamic data access they can
cause availability and performance problems. In addi-
tion to RDF, CODI, LogMap and RiMOM addition-
ally support OWL input files. Access to SPARQL end-
points is also supported by the learning-based tools
Silk, LIMES and KnoFuss. Dynamic data access with
SPARQL typically uses a restriction to certain classes
(e.g., books, settlements) thereby limiting the data vol-
ume and search space for finding links. While all
frameworks are generic and can thus deal with data
from different domains and for different applications
some tools have also specifically been used for gen-
eral web data, e.g., to evaluate a real e-commerce
dataset [36] or to support question answering tasks
combining Linked Data and web data [30].

Surprisingly, a large number of the considered
frameworks does not seem to rely on external back-
ground knowledge such as dictionaries or already
known links and mappings (except for the use of se-
lected links for training supervised approaches to learn
link specifications). This is in strong contrast to ontol-

ogy matching where virtually all current tools utilize
dictionaries such as WordNet as background knowl-
edge [50]. The tools RiMOM, AgreementMaker and
LogMap also utilize such dictionaries for their ontol-
ogy matching but apparently not for linking instance
data. A possible reason for this situation is the lack of
suitable knowledge resources supporting linking at the
instance level. Only the LD tool Zhishi.links did use
a manually created synonym list, mainly for resolving
abbreviations such as (Corp. – Corporation), (NY –
New York) [46].

4.2. Configuration

Most frameworks can only determine owl:sameAs
links or equivalent instances. LIMES and Silk also
support additional link types which need to be manu-
ally specified by the tool user.

Four frameworks rely on a purely manually spec-
ified linking configuration (CODI, LogMap, Agree-
mentMaker, Zhishi.links). For several matchers the re-

[2] Nentwig M, Hartung M, Ngonga Ngomo AC, Rahm E. A survey of current link discovery frameworks. Semantic Web. 2017 Jan 1;8(3):419-36.
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深度学习方法的引入

n基于相似度特征的方法

  对齐结果依赖于人工设计的特征

  不同的对齐任务需要不同的特征

相似度特
征计算

决策模型 Yes/No



深度学习方法的引入

n基于相似度特征的方法

  对齐结果依赖于人工设计的特征

  不同的对齐任务需要不同的特征

RL4KG
• Typical representations for KG

– Symbolic triples (RDF)
– Cannot efficiently measure semantic relatedness of 

entities
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spaces
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Encoder

Encoder

n基于深度学习的方法

  利用表示学习、神经网络模型自动获

取隐式特征

  在隐式向量空间计算实体相似度



知识图谱分布式表示

³¤�tªj�³U�t�j�r�*3jª

6FRUH�IXQFWLRQ��

I�K��U��W�� �'�K���U��W�

6FRUH�IXQFWLRQ��

I�K��U��W�� �'�K
䎹
���GU��W䎹�

6FRUH�IXQFWLRQ��

I�K��U��W�� �'�KU���U����WU�

TransE TransH TransR

[3] Bordes A, Usunier N, Garcia-Duran A, Weston J, Yakhnenko O. Translating embeddings for modeling multi-relational data. InAdvances in neural information 
processing systems 2013 (pp. 2787-2795).

[4] Wang Z, Zhang J, Feng J, Chen Z. Knowledge Graph Embedding by Translating on Hyperplanes. InAAAI 2014 Jul 27 (Vol. 14, pp. 1112-1119).
[5] Lin Y, Liu Z, Sun M, Liu Y, Zhu X. Learning entity and relation embeddings for knowledge graph completion. InAAAI 2015 Jan 25 (Vol. 15, pp. 2181-2187).

n在隐式向量空间对知识图谱中的实体

及关系进行表示、建模与学习

  实体：表示为向量

  关系：表示为向量或矩阵

n分布式表示的应用

  链接预测

  三元组分类



MTransE：面向跨语言实体对齐的表示学习模型
MTransE Model Components

• Knowledge model

• Alignment model

• Objective of learning
– Minimizing 𝐽ሺ𝜃ሻ ൌ 𝑆  𝛼𝑆

𝑆 ൌ 
∈ሼ,ೕሽ


𝑇∈ீಽ

||𝐡  𝐫 െ 𝐭||

(h, r, t)
(h͛, r͛, t͛)

Space L1

Space L2

Alignment model

Knowledge model

𝑆 ൌ 
𝑇,𝑇ᇲ ∈ఋሺ,ೕሻ

𝑆ሺ𝑇, 𝑇ᇱሻ
All aligned triples

http://yellowstone.cs.ucla.edu/~muhao/slides/mtranse_slides_short.pdf

[6] Muhao Chen, Yingtao Tian, Mohan Yang, and Carlo Zaniolo. Multilingual knowledge graph embeddings for cross-lingual knowledge alignment. In 
Proceedings of the 26th International Joint Conference on Artificial Intelligence, pages 1511–1517, 2017. 



MTransE：面向跨语言实体对齐的表示学习模型

http://yellowstone.cs.ucla.edu/~muhao/slides/mtranse_slides_short.pdf

[6] Muhao Chen, Yingtao Tian, Mohan Yang, and Carlo Zaniolo. Multilingual knowledge graph embeddings for cross-lingual knowledge alignment. In 
Proceedings of the 26th International Joint Conference on Artificial Intelligence, pages 1511–1517, 2017. 



基于TransE模型的实体对齐

n实体属性和实体关系相结合：JAPE[7]、AttrE[8]
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Fig. 1: Framework of the joint attribute-preserving embedding model

3.1 Overview

The framework of our joint attribute-preserving embedding model is depicted in
Fig. 1. Given two KBs, denoted by KB1 and KB2, in different natural languages
and some pre-aligned entity or property pairs (called seed alignment, denoted by
superscript (1,2)), our model learns the vector representations of KB1 and KB2

and expects the latent aligned entities to be embedded closely.
Following TransE [1], we interpret a relationship as the translation from the

head entity to the tail entity, to characterize the structure information of KBs.
We let each pair in the seed alignment share the same representation to serve as
bridge between KB1 and KB2 to build an overlay relationship graph, and learn
representations of all the entities jointly under a unified vector space via structure
embedding (SE). The intuition is that two alignable KBs are likely to have a
number of aligned triples, e.g. (Washington, capitalOf,America) in English and
its correspondence (Washington, capitaleDes, États-Unis) in French. Based on
this, SE aims at learning approximate representations for the latent aligned
triples between the two KBs.

However, SE only constrains that the learned representations must be com-
patible within each relationship triple, which causes the disorganized distribu-
tion of some entities due to the sparsity of their relationship triples. To alleviate
this incoherent distribution, we leverage attribute triples for helping embed en-
tities based on the observation that the latent aligned entities usually have a
high degree of similarity in attribute values. Technically, we overlook specific at-
tribute values by reason of their complexity, heterogeneity and cross-linguality.
Instead, we abstract attribute values to their range types, e.g. (Tom, age, “12”)
to (Tom, age, Integer), where Integer is the abstract range type of value “12”.
Then, we carry out attribute embedding (AE) on abstract attribute triples to
capture the correlations of cross-lingual and mono-lingual attributes, and calcu-
late the similarities of entities based on them. Finally, the attribute similarity
constraints are combined with SE to refine representations by clustering enti-
ties with high attribute correlations. In this way, our joint model preserves both
relationship and attribute information of the two KBs.

JAPE[7] AttrE[8]

[7] Zequn Sun, Wei Hu, and Chengkai Li. Cross-lingual entity alignment via joint attribute-preserving embedding. In International Semantic Web Conference, pages 628–644. Springer, 2017. 

[8] Bayu D. Trsedya, Jianzhong Qi, Rui Zhang. Entity Alignment between Knowledge Graphs Using Attribute Embeddings. AAAI 2019

• 使用skip-gram模型对属性类型进行表示学习
• 结构信息、属性信息联合Embedding

• 对属性值进行字符Embdding的组合
• <实体,属性,属性值>按照TransE评分函数进行评分



基于TransE模型的实体对齐

n迭代式实体对齐：IPTransE[9]、BootEA[10]

IPTransE[9]

[9] Hao Zhu, Ruobing Xie, Zhiyuan Liu, and Maosong Sun. Iterative entity alignment via joint knowledge embeddings. In Proceedings of the 26th International Joint Conference on Artificial 

Intelligence, pages 4258–4264. AAAI Press, 2017.

[10] Sun Z, Hu W, Zhang Q, Qu Y. Bootstrapping Entity Alignment with Knowledge Graph Embedding. InIJCAI 2018 (pp. 4396-4402).

使用新发现的等价实体更新实体的向量表示



基于TransE模型的实体对齐

n实体对齐结果评价

  数据集：

  DBP15k

  DWY100k

DBP15k

DWY100k

[9] Sun Z, Hu W, Zhang Q, Qu Y. Bootstrapping Entity Alignment with Knowledge Graph Embedding. InIJCAI 2018 (pp. 4396-4402).
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RL4KG
• Typical representations for KG

– Symbolic triples (RDF)
– Cannot efficiently measure semantic relatedness of 

entities

• How: Encode KGs into low-dimensional vector 
spaces

11

Encoder

Encoder

Translational Models (e.g. TransE)
  MTransE (Chen et al., 2017)

  IPTransE (Zhu et al., 2017)

  JAPE (Sun et al., 2017),

  AttrE (Trsedya et al., 2019)

  MultiKE (Zhang et al., 2019)

基于TransE实体对齐模型的特点

• 同时对知识图谱内部的实体关系和跨知识图谱的对齐关系

进行建模

• 模型损失 = a*知识模型损失 + b*对齐模型损失，难以平衡
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allows information flows along edges of the graph;
when multiple GCN layers are stacked, informa-
tion about larger neighborhoods are integrated.

To perform convolutional computation on rela-
tional multi-graph, such as Knowledge graphs, the
GCN is generalized as Relational GCN (R-GCN).
The propagation model in R-GCN for calculating
the forward-pass update of an entity denoted by vi

is defined as:

h(l+1)
i = �(

X

r�R

X

j�N r
i

1

|N r
i |W

(l)
r h(l)

j + W (l)
C h(l)

i )

(2)
where N r

i denotes the indices of neighbors of en-
tity i under relation r 2 R. Differing from reg-
ular GCN, R-GCN uses relation-specific transfor-
mations in the propagation model.

4 KG Alignment by GCNs

The framework of our proposed approach is shown
in Figure 1. Given two KGs G1 and G2 in differ-
ent languages, and a set of known aligned entity
pairs S = {(ei1 , vi2)|ei1 2 G1, vi2 2 G2}K

i=1 be-
tween them, our approach automatically find new
entity alignments by using GCN models. The ba-
sic idea of our approach is to use GCNs to embed
entities from different languages into a unified rep-
resentation space, in which equivalent entities are
expected to be as close as possible. Entity align-
ments are predicted by applying a pre-defined dis-
tance function to entities’ GCN-representations.

4.1 Defining the GCN model

Our approach uses two multilayer GCNs, each
GCN processes one KG. For the GCN process-
ing Gi (i 2 {1, 2}), the input of it includes a
feature matrix Xi 2 Rn⇥d and an adjacency ma-
trix Ai 2 RN⇥N ; n is the number of entities in
the KG, each row in Xi is a d-dimensional feature
vector of an entity in the KG Gi. The output of the
GCN is a new feature matrix Zi 2 Rn⇥k, each row
of which corresponds to the output k-dimensional
vector representation of an entity.

The convolutional computation in each layer of
the GCN can be defined as

H(l+1) = f(H(l), A), (3)

with H(0) = Xi and H(L) = Zi (L is the number
of layers in the GCN). In our approach, we adopt

the fast approximate convolutions on graphs intro-
duced in Kipf and Welling (2016):

f(H(l), A) = �
�
D̂� 1

2 ÂD̂� 1
2 H(l)W (l)

�
(4)

where Â = A+I , and I is the identity matrix; D̂ is
the diagonal node degree matrix of Â; W (l) is the
weight matrix of the l-th layer in the GCN. Here
the activation function � is chosen as ReLU(·) =
max(0, ·).

KGs are directed labeled multigraphs, with en-
tities being connected by labeled edges (i.e. typed
relations). The matrix A defines the network struc-
ture of GCN

4.2 Alignment prediction
Entity alignments are predicted based on the dis-
tances between entities from two KGs in the GCN-
representation space. For entities ei 2 G1 and
vj 2 G2, let ei and vj be their feature vectors gen-
erated by GCNs, we define the distances between
ei and vj as:

d(ei, vj) =� ei � vj �1 . (5)

where � · �1 denotes the �1 norm of a vector. The
distance is expected to be smaller for equivalent
entities and larger for non-equivalent ones. For a
specific entity ei 2 G1, our approach computes
the distance between ei and every entity in G2,
and produces a list of ranked entities as candidate
alignments.

4.3 Model Training
To enable GCNs to generate the desirable vector
representations of entities, we use the set of known
entity alignments S as training data to train GCN
models. The model training is performed by find-
ing an optimal parameter configuration that min-
imizes the following margin-based ranking loss
function:

L =
X

(e,v)�S

X

(e�,v�)�S�
(e,v)

[d(e, v) + � � d(e0, v0)]+

(6)
where [x]+ = max{0, x}, S0

(e,v) denotes the set of
negative entity alignments constructed by corrupt-
ing (e, v), i.e. replacing e or v with a randomly
chosen entity in G1 or G2; � > 0 is a margin
hyper-parameter separating positive and negative
entity alignments. We adopt stochastic gradient
descent (SGD) to minimize the above loss func-
tion.

KG1

KG2

Figure: Framework of our approach

Loss function

L =
X

(e,v)2S

X

(e0,v 0)2S0
(e,v)

[d(e, v) + � � d(e0, v 0)]+

where [x]+ = max{0, x}, S0
(e,v) denotes the set of negative entity alignments constructed by corrupting (e, v); � > 0 is a

margin hyper-parameter separating positive and negative entity alignments.
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allows information flows along edges of the graph;
when multiple GCN layers are stacked, informa-
tion about larger neighborhoods are integrated.

To perform convolutional computation on rela-
tional multi-graph, such as Knowledge graphs, the
GCN is generalized as Relational GCN (R-GCN).
The propagation model in R-GCN for calculating
the forward-pass update of an entity denoted by vi

is defined as:

h(l+1)
i = �(

X

r�R

X

j�N r
i

1

|N r
i |W

(l)
r h(l)

j + W (l)
C h(l)

i )

(2)
where N r

i denotes the indices of neighbors of en-
tity i under relation r 2 R. Differing from reg-
ular GCN, R-GCN uses relation-specific transfor-
mations in the propagation model.

4 KG Alignment by GCNs

The framework of our proposed approach is shown
in Figure 1. Given two KGs G1 and G2 in differ-
ent languages, and a set of known aligned entity
pairs S = {(ei1 , vi2)|ei1 2 G1, vi2 2 G2}K

i=1 be-
tween them, our approach automatically find new
entity alignments by using GCN models. The ba-
sic idea of our approach is to use GCNs to embed
entities from different languages into a unified rep-
resentation space, in which equivalent entities are
expected to be as close as possible. Entity align-
ments are predicted by applying a pre-defined dis-
tance function to entities’ GCN-representations.

4.1 Defining the GCN model

Our approach uses two multilayer GCNs, each
GCN processes one KG. For the GCN process-
ing Gi (i 2 {1, 2}), the input of it includes a
feature matrix Xi 2 Rn⇥d and an adjacency ma-
trix Ai 2 RN⇥N ; n is the number of entities in
the KG, each row in Xi is a d-dimensional feature
vector of an entity in the KG Gi. The output of the
GCN is a new feature matrix Zi 2 Rn⇥k, each row
of which corresponds to the output k-dimensional
vector representation of an entity.

The convolutional computation in each layer of
the GCN can be defined as

H(l+1) = f(H(l), A), (3)

with H(0) = Xi and H(L) = Zi (L is the number
of layers in the GCN). In our approach, we adopt

the fast approximate convolutions on graphs intro-
duced in Kipf and Welling (2016):

f(H(l), A) = �
�
D̂� 1

2 ÂD̂� 1
2 H(l)W (l)

�
(4)

where Â = A+I , and I is the identity matrix; D̂ is
the diagonal node degree matrix of Â; W (l) is the
weight matrix of the l-th layer in the GCN. Here
the activation function � is chosen as ReLU(·) =
max(0, ·).

KGs are directed labeled multigraphs, with en-
tities being connected by labeled edges (i.e. typed
relations). The matrix A defines the network struc-
ture of GCN

4.2 Alignment prediction
Entity alignments are predicted based on the dis-
tances between entities from two KGs in the GCN-
representation space. For entities ei 2 G1 and
vj 2 G2, let ei and vj be their feature vectors gen-
erated by GCNs, we define the distances between
ei and vj as:

d(ei, vj) =� ei � vj �1 . (5)

where � · �1 denotes the �1 norm of a vector. The
distance is expected to be smaller for equivalent
entities and larger for non-equivalent ones. For a
specific entity ei 2 G1, our approach computes
the distance between ei and every entity in G2,
and produces a list of ranked entities as candidate
alignments.

4.3 Model Training
To enable GCNs to generate the desirable vector
representations of entities, we use the set of known
entity alignments S as training data to train GCN
models. The model training is performed by find-
ing an optimal parameter configuration that min-
imizes the following margin-based ranking loss
function:

L =
X

(e,v)�S

X

(e�,v�)�S�
(e,v)

[d(e, v) + � � d(e0, v0)]+

(6)
where [x]+ = max{0, x}, S0

(e,v) denotes the set of
negative entity alignments constructed by corrupt-
ing (e, v), i.e. replacing e or v with a randomly
chosen entity in G1 or G2; � > 0 is a margin
hyper-parameter separating positive and negative
entity alignments. We adopt stochastic gradient
descent (SGD) to minimize the above loss func-
tion.
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Figure: Framework of our approach

Loss function

L =
X

(e,v)2S

X

(e0,v 0)2S0
(e,v)

[d(e, v) + � � d(e0, v 0)]+

where [x]+ = max{0, x}, S0
(e,v) denotes the set of negative entity alignments constructed by corrupting (e, v); � > 0 is a

margin hyper-parameter separating positive and negative entity alignments.
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n基于图卷积神经网络的实体对齐模型

  直接面向对齐任务学习实体的向量表示

  使用图卷积神经网络作为特征编码器

模型目标函数

[11] Wang, Z., Lv, Q., Lan, X. and Zhang, Y., 2018. Cross-lingual Knowledge Graph Alignment via Graph Convolutional Networks. 
In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing (pp. 349-357).



图卷积神经网络（GCN）

[12] Kipf, T., & Welling, M. (2017). Semi-Supervised Classification with Graph Convolutional Networks.ICLR



GCN-Align：基于图卷积神经网络的实体对齐

nGCN-Align  V.S.  MTransE、JAPE、JE、

[11] Wang, Z., Lv, Q., Lan, X. and Zhang, Y., 2018. Cross-lingual Knowledge Graph Alignment via Graph Convolutional Networks. 
In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing (pp. 349-357).

Experiment Results Results

Results: Japanese-English

DBP15KJA�EN

JA ! EN EN ! JA

Hits@1 Hits@10 Hits@50 Hits@1 Hits@10 Hits@50

JE 18.92 39.97 54.24 17.80 38.44 52.48

MTransE 27.86 57.45 75.94 23.72 49.92 67.93

JAPE
SE w/o neg. 33.10 63.90 80.80 29.71 56.28 73.84

SE 34.27 66.39 83.61 31.40 60.80 78.51
SE + AE 36.25 68.50 85.35 38.37 67.27 82.65

JAPE0
SE w/o neg. 28.90 60.61 80.03 25.34 53.36 71.94

SE 29.35 63.31 82.76 26.37 57.35 76.87
SE + AE 31.06 64.11 81.57 32.45 62.21 79.08

GCN
SE 38.21 72.49 82.69 36.90 68.50 79.51

SE + AE 39.91 74.46 86.10 38.42 71.81 83.72

Zhichun Wang ( Colledge of Information Science and Technology Beijing Normal University )Cross-lingual Knowledge Graph Alignment via Graph Convolutional NetworksMay 13, 2018 18 / 24

Experiment Results Results

Results: French-English

DBP15KFR�EN

FR ! EN EN ! FR

Hits@1 Hits@10 Hits@50 Hits@1 Hits@10 Hits@50

JE 15.38 38.84 56.50 14.61 37.25 54.01

MTransE 24.41 55.55 74.41 21.26 50.60 69.93

JAPE
SE w/o neg. 29.55 62.18 79.36 25.40 56.55 74.96

SE 29.63 64.55 81.90 26.55 60.30 78.71
SE + AE 32.39 66.68 83.19 32.97 65.91 82.38

JAPE0
SE w/o neg. 28.23 60.99 78.47 24.68 55.25 74.19

SE 27.58 62.03 79.98 24.93 58.95 77.79
SE + AE 30.21 65.81 82.57 31.42 63.86 80.95

GCN
SE 36.51 73.42 85.93 36.08 72.37 85.44

SE + AE 37.29 74.49 86.73 36.77 73.06 86.39

Zhichun Wang Colledge of Information Science and Technology Beijing Normal UniversityCross-lingual Knowledge Graph Alignment via Graph Convolutional NetworksOctober 10, 2018 23 / 30



基于深度学习的实体对齐
RL4KG

• Typical representations for KG
– Symbolic triples (RDF)
– Cannot efficiently measure semantic relatedness of 

entities

• How: Encode KGs into low-dimensional vector 
spaces

11

RL4KG
• Typical representations for KG

– Symbolic triples (RDF)
– Cannot efficiently measure semantic relatedness of 

entities

• How: Encode KGs into low-dimensional vector 
spaces

11

Encoder

Encoder

Translational Models (e.g. TransE)
  MTransE (Chen et al., 2017)

  IPTransE (Zhu et al., 2017)

  JAPE (Sun et al., 2017),

  AttrEAttrE (Trsedya et al., 2019)

  MultiKE (Zhang et al., 2019)

GNNs
  GCN-Align (Wang et al., 2018)

  RDGCN (Wu et al., 2019)

  AVR-GCN (Ye et al., 2019)

  AttrGNN (Liu et al., 2020)

  NMN (Wu et al., 2020)

  AliNet (Sun et al., 2020)



基于GNNs的实体对齐

n考虑关系类型在特征聚合中的作用

[13] Yuting Wu, Xiao Liu, Yansong Feng, Zheng Wang, Rui Yan, Dongyan Zhao. Relation-Aware Entity Alignment for Heterogeneous Knowledge 
Graphs. IJCAI 2019.

[14] Rui Ye, Xin Li, Yujie Fang, Hongyu Zang, Mingzhong Wang. A Vectorized Relational Graph Convolutional Network for Multi-Relational Network 
Alignment. IJCAI 2019 

RDGCN[13] AVR-GCN[14]

• 构建关系图，基于实体向量计算关系向量
• 将关系向量应用于实体特征的聚合

• 同时学习实体和关系的向量
• GCN卷积操作同时应用于实体和关系



基于GNNs的实体对齐

n实体属性和实体关系相结合

[15]Zhiyuan Liu, Yixin Cao, Liangming Pan, Juanzi Li, Zhiyuan Liu, Tat-Seng Chua. Exploring and Evaluating Attributes, Values, and Structures for 
Entity Alignment. EMNLP 2020

AttrGNN[15]

• 按照实体的属性将知识图谱划分为四个子图（实体名、文字属性、数值属性、无属性）
• 四个GNN通道获取实体的向量表示，文字属性和数值属性采用BERT编码
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n改进邻域特征聚集方法

[16] Yuting Wu, Xiao Liu, Yansong Feng, Zheng Wang, Dongyan Zhao. Neighborhood Matching Network for Entity Alignment. ACL 2020
[17] Zequn Sun, Chengming Wang, Wei Hu, Muhao Chen, Jian Dai, Wei Zhang, Yuzhong Qu. Knowledge Graph Alignment Network with Gated Multi-hop 

Neighborhood Aggregation. AAAI 2020
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基于深度学习的实体对齐
RL4KG

• Typical representations for KG
– Symbolic triples (RDF)
– Cannot efficiently measure semantic relatedness of 

entities

• How: Encode KGs into low-dimensional vector 
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Encoder

Encoder

Translational Models (e.g. TransE)
  MTransE (Chen et al., 2017)

  IPTransE (Zhu et al., 2017)

  JAPE (Sun et al., 2017),

  AttrEAttrE (Trsedya et al., 2019)

  MultiKE (Zhang et al., 2019)

GNNs
  GCN-Align (Wang et al., 2018)

  RDGCN (Wu et al., 2019)

  AVR-GCN (Ye et al., 2019)

  AttrGNN (Liu et al., 2020)

  NMN (Wu et al., 2020)

  AliNet (Sun et al., 2020)



基于“实体对”表示学习的对齐方法

n 生成知识图谱的成对连接图（Pair-wise connectivity graph， PCG），将实体
对（Entity-pair）作为对象进行特征的学习

n 基于实体对的特征判断其是否有等价关系

Encoder Alignments

G1 G2 PCG

[18] Zhichun Wang, JinjianYang, XiaojuYe. Knowledge Graph Alignment with Entity-Pair Embedding. EMNLP 2020



基于“实体对”表示学习的对齐方法

n生成PCG
  PCG中的节点为实体对（两个来

自不同知识图谱的实体）

  PCG中的边通过以下规则建立：

butions:

• We introduce the definition of pairwise con-
nectivity graph (PCG) of KGs, whose nodes
are entity-pairs and edges correspond to
relation-pairs. We solve the KG alignment
problem via node embedding of the PCG.

• We propose a similarity feature extraction
method based on convolutional neural net-
work (CNN), which automatically generates
feature vectors of entity-pairs encoding their
attribute similarities.

• We propose a graph neural network (GNN)
with edge-aware attentions to propagate simi-
larity features in the PCG. Similarity features
are propagated among the neighbors of entity-
pairs, which incorporate structure similarity
into the embeddings of entity-pairs.

• In the experiments on aligning real-world
KGs, our approach outperforms the compared
approaches, and achieves the state-of-the-art
results.

The rest of this paper is organized as follows:
Section 2 formalizes the entity alignment problem,
Section 3 describes our proposed approach, Sec-
tion 4 presents the evaluation results, Section 5
discusses some related work, and Section 6 is the
conclusion.
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KGs represent structural information about enti-
ties in real-world as triples having the form of
hs, p, oi. In this work, our KG alignment model
considers both relational and attributional triples in
KGs. The relational triples describe relations be-
tween entities, and the attributional triples describe
attributes of entities. We formally represent a KG
as G = (E,R,A,L, T ), where E, R, A and L are
sets of entities, relations, attributes, and literals;
T ✓ (E ⇥ R ⇥ E) [ (E ⇥ A ⇥ L) is the sets of
triples. Given two KGs G = (E,R,A,L, T ) and
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0), the task of KG align-
ment is to find, for each entity in E, the equivalent
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2.2 Pair-wise Connectivity Graph
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ture interactions of node-pairs of two directed
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Figure 1: Pair-wise connectivity graph.

graphs (Wang et al., 2012; Melnik et al., 2002).
In this work, we define the PCG of KGs. For two
KGs, each node in their PCG corresponds to an
entity-pair from two KGs, and each edge connect-
ing two nodes reflects the correlation between two
entity-pairs. By generating the PCG of two KGs,
the problem of KG alignment is then transformed to
node embedding and classification (i.e. equivalent
or nonequivalent) in the PCG. For two KGs G =
(E,R,A,L, T ) and G

0 = (E0
, R

0
, A

0
, L

0
, T

0), the
PCG of them is G(G,G

0) = (E ,R, T ), where E ,
R and T are sets of nodes, edge types and edges.
Each element in E corresponds to an entity-pair
between G and G

0, and each element in R corre-
sponds to an relation-pair. T is a set of typed edges
between nodes, each edge is established as follows:

ha, r, bi 2 T ^ ha0, r0, b0i 2 T
0

() h(a, a0), (r, r0), (b, b0)i 2 T
(1)

Figure 1 shows an example of PCG of two KGs.
There are two KGs, each of them has three entities.
The PCG of them contains nine nodes represent-
ing all the possible entity-pairs of two KGs; and
there are four typed edges in the PCG. PCG can
represent the connections of entity-pairs between
two KGs, we use PCG to capture the interaction of
possible entity alignments between two KGs. In
our approach, the problem of KG alignment will
be solved via node embedding of the PCG. Equiva-
lent relations of entities are predicted based on the
learned embeddings.
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There are two KGs, each of them has three entities.
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KGs to be aligned

Rule for generating PCG

[18] Zhichun Wang, JinjianYang, XiaojuYe. Knowledge Graph Alignment with Entity-Pair Embedding. EMNLP 2020



基于“实体对”表示学习的对齐方法

l实体对名称相似度特征

l基于卷积神经网络的属性相似度特征提取
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Figure 2: Framework.

and t.
Usually, one entity is only described by a small

number of attributes in a KG. Therefore, for an
entity, the values of many attributes are empty. The
similarity matrix of two entities is usually a sparse
one, with a large proportion of 0s in it. Meanwhile,
similarities between some attributes may be useless
for detecting alignments. To automatically find
useful similarity patterns of attribute values, we
use a CNN model to encode the sparse similarity
matrix into a short and dense vector.

The input of the CNN is the similarity matrix
M of two entities, two convolution layers are used
to generate a dense similarity vector from M. For
the l-th convolution layer, its output is computed
as follows:

X
(l)
k = ReLU

⇣
W

(l)
k ⌦X

(l�1) + b
(l)
k

⌘
(3)

where X
(l�1) is the input of l-th layer; for the first

layer, X(0) = M; we use multiple filters to extract
useful similarity features from the input, W(l)

k is
the k-th filter of l-th layer, b(l)

k is the bias of the k-
th filter in l-th layer; ⌦ is the convolution operator.
There is a max pooling layer after each convolution
layer. The output features of last max pooling layer
is the similarity vector of the entity-pair.
Name Similarity Features

In this work, name or label of an entity is con-
sidered as a special attribute, which is an important
clue for determining whether two entities are equiv-
alent. If entities’ names are available in KGs, our
approach computes a name similarity vector for
each entity-pair, which will be concatenated with
the similarity vector generated by the CNN model.
To capture similarity features of entities’ names

from different aspects, we use multiple string-based
similarity metrics, which are widely used in tradi-
tional similarity-based alignment approaches. If
entities’ names are in different languages in two
KGs, machine translation tool will be used to trans-
late names in one language to the other language.
Let s and t be names of two entities, the following
similarity measures are used in our approach.

• String equality. It measures whether two
strings are the same:

z1(s, t) =

⇢
1 if s = t,

0 else.
(4)

• Edit Distance. It evaluates the minimal cost
of operations which have to applied to one of
the strings to obtain the other string:

z2(s, t) = 1� |{ops}|
max(len(s), len(t))

, (5)

where {ops} denotes the set of operations,
len(·) is the string length.

• Jaccard Similarity. It computes the Jaccard
Similarity of the character-level n-grams of
two strings, as defined in Equation 2, we de-
note this similarity as z4(s, t).

• Substring Similarity. It is computed by find-
ing the longest common substring of two
strings.

z4(s, t) =
2|LCS(s, t)|

|s|+ |t| , (6)

where LCS(s, t) is the longest common sub-
string of s and t.

l基于图神经网络的特征传递

[18] Zhichun Wang, JinjianYang, XiaojuYe. Knowledge Graph Alignment with Entity-Pair Embedding. EMNLP 2020
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n实验结果
Table 2: Results of KG alignment

Approaches DBPZH�EN DBPJA�EN DBPFR�EN DBP�WD DBP�YG

H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR

MTransE 0.308 0.614 0.364 0.279 0.575 0.349 0.244 0.556 0.335 0.281 0.520 0.363 0.252 0.493 0.334
IPTransE 0.406 0.735 0.516 0.367 0.693 0.474 0.333 0.685 0.451 0.349 0.638 0.447 0.297 0.558 0.386
BootEA 0.629 0.848 0.703 0.622 0.854 0.701 0.653 0.874 0.731 0.748 0.898 0.801 0.761 0.894 0.808
MuGNN 0.494 0.844 0.611 0.501 0.857 0.621 0.495 0.870 0.621 0.616 0.897 0.714 0.741 0.937 0.810
RDGCN 0.708 0.846 0.746 0.767 0.895 0.812 0.886 0.957 0.911 - - - - - -
AliNet 0.539 0.826 0.628 0.549 0.831 0.645 0.552 0.852 0.657 0.690 0.908 0.766 0.786 0.943 0.841
NAEA 0.650 0.867 0.720 0.641 0.872 0.718 0.673 0.894 0.752 0.767 0.917 0.817 0.778 0.912 0.821

JAPE 0.412 0.745 0.490 0.363 0.685 0.476 0.324 0.667 0.430 0.318 0.589 0.411 0.236 0.484 0.320
GCN-Align 0.413 0.744 0.549 0.399 0.745 0.546 0.375 0.745 0.532 0.506 0.772 0.600 0.597 0.838 0.682
MultiKE - - - - - - - - - 0.914 0.951 0.928 0.880 0.953 0.906
CEA 0.787 - - 0.863 - - 0.972 - - 0.998 - - 0.999 - -

CNN 0.612 0.840 0.694 0.569 0.820 0.657 0.777 0.930 0.833 0.840 0.986 0.897 0.780 0.975 0.854
CNN+GAT 0.726 0.916 0.803 0.764 0.936 0.836 0.758 0.960 0.839 0.945 0.967 0.955 0.980 0.999 0.988
EPEA 0.885 0.953 0.911 0.924 0.969 0.942 0.955 0.986 0.967 0.975 0.981 0.977 1.000 1.000 1.000

other group of models use attribute or name infor-
mation in KGs, including JAPE (Sun et al., 2017),
GCN-Align (Wang et al., 2018), MultiKE (Zhang
et al., 2019), and CEA (Zeng et al., 2020).

4.3 Results

Overall Comparisons. Table 2 shows the results
of all approaches. Because all the approaches use
the same sets of seeding and testing alignments
in each dataset, the results of the compared ap-
proaches are obtained from their original papers. It
shows that our approach EPEA achieves promis-
ing improvements compared with the previous ap-
proaches. Our approach outperforms all the com-
pared approaches other than CEA on five datasets,
in terms of Hits@1, Hits@10 and MRR. Taking
no account of CEA, RDGCN achieved the state-
of-the-art results on three cross-lingual datasets.
Compared with RDGCN, our approach gets im-
provements of 17.7%, 15.7%, and 6.9% of Hits@1
on these datasets. MultiKE performed the best
on DBP-WD and DBP-YG among the compared
approaches excluding CEA, our approach outper-
forms MultiKE by 6.1% and 12.0% of Hits@1 on
the two datasets, respectively. CEA is a strong
approach which uses a collective alignment frame-
work with adaptive feature fusion mechanism; only
results of Hits@1 (i.e. accuracy) are reported by
its authors. In terms of Hits@1, CEA performs
better than RDGCN and MultiKE on cross-lingual
and monolingual datasets, respectively. Compared
with CEA, our approach gets higher Hits@1 on
DBPZH�EN and DBPJA�EN, and gets better re-
sults than CEA on DBP-YG. CEA performs better

than EPEA on DBPFR�EN and DBP-WD, but the
results of two approaches are close, with small dif-
ferences of 1.7% and 2.3%.
Contributions of component models. To analyze
the contributions of component models in our ap-
proach, we build two variations of EPEA by remov-
ing or replacing GNN model. The first variation
of EPEA is represented as CNN, which only uses
the CNN model to predict alignments based on
attribute features. The second variation of EPEA
is represented as CNN+GAT, which replaces the
edge-aware attentional GNN with GAT (Velickovic
et al., 2017) in EPEA. The results of CNN and
CNN+GAT are also outlined in Table 2. It shows
that two sub-models of EPEA are both effective and
important for the promising performance of EPEA.
First, the CNN model can extract useful similar-
ity features for predicting entity alignments, which
gets better results than half of the comparison ap-
proaches, including MTransE, MuGNN, AliNet,
JAPE, et al. Second, GNN-based feature propa-
gation improves the results significantly, and the
new designed GNN model edge-aware attention
in EPEA works better than GAT. There is 11.9%
improvements of Hits@1 on average when GAT is
used to propagate the similarity features, while our
new GNN model gets even bigger improvements,
average 24.9% of Hits@1.
Impact of Seed Alignments. To investigate how
the size of seed alignments (pre-aligned entity pairs
for training) affects the results of our approach, we
run our approach with different number of seed
alignments. The proportions of seed alignments
ranges from 5% to 30% with step of 5%. Figure 3
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