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Human

Healthcare Law

Transportation Fintech

Now AI is stepping into risk-sensitive areas

Shifting from Performance Driven to Risk Sensitive



Human in the loopUnexplainable

Medical Military Finance

Risks of Today’s AI Algorithms
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Most ML methods are developed under I.I.D hypothesis

Risks of Today’s AI Algorithms
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Yes

Maybe

No

Risks of Today’s AI Algorithms



• Cancer survival rate prediction
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Training Data

Predictive Model

Testing Data

City Hospital

University Hospital

Features:

• Body status

• Income

• Treatments

• Medications

Higher income, higher survival rate.

City Hospital

Survival rate is not so correlated with income.

Risks of Today’s AI Algorithms
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The Current Condition

Explainability Stability

We cannot understand AI We don’t trust AI

Dilemma
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A plausible reason: Correlation

Correlation is the very basics of machine learning.
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Correlation is not explainable
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Correlation is ‘unstable’
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It’s not the fault of correlation, but the way we use it

• Three sources of correlation:

• Causation

• Causal mechanism

• Stable and explainable

• Confounding

• Ignoring X

• Spurious Correlation

• Sample Selection Bias

• Conditional on S

• Spurious Correlation

T Y

T Y

X

T Y

S

Weight 

Increase

Age

Smoke

DogGrass

Sample 

Selection

Ice Cream 

Sales
Summer



A Practical Definition of Causality

Definition: T causes Y if and only if 

changing T leads to a change in Y,

while keeping everything else constant.

Causal effect is defined as the magnitude by which Y is 

changed by a unit change in T.

Called the “interventionist” interpretation of causality.
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http://plato.stanford.edu/entries/causation-mani/

X

T Y

http://plato.stanford.edu/entries/causation-mani/
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The benefits of bringing causality into learning

Causal Framework

T：grass

X：dog nose

Y：label

Grass—Label: Strong correlation

Weak causation

Dog nose—Label: Strong correlation

Strong causation
X

T Y

More Explainable and More Stable



Stable Learning
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ModelDistribution 1

Distribution 1

Distribution 2

Distribution 3

Distribution n

…

Accuracy 1

Accuracy 2

Accuracy 3

Accuracy n

…

I.I.D. Learning

Transfer Learning

VAR (Acc)
Stable 

Learning

Training

Testing



Revisit Directly Balancing for causal inference 
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X

T Y

Typical Causal Framework

Sample reweighting can make a variable independent of other 

variables. 

Directly Confounder Balancing

Given a feature T

Assign different weights to samples so that

the samples with T and the samples without

T have similar distributions in X

Calculate the difference of Y distribution in

treated and controlled groups. (correlation

between T and Y)



Global Balancing: making all variables independent
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X

T Y

Typical Causal Framework

If all variables are independent after sample reweighting, 

Correlation = Causality

Analogy of A/B Testing

Given ANY feature T

Assign different weights to samples so that the

samples with T and the samples without T have

similar distributions in X

Calculate the difference of Y distribution in

treated and controlled groups. (correlation

between T and Y)



Theoretical Guarantee
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Kun Kuang, et al. Stable Prediction across Unknown Environments. KDD, 2018.
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Causal Regularizer
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All features
excluding
treatment j

Set feature j as treatment variable

Sample
Weights

Indicator of
treatment
status

Zheyan Shen, et al. Causally Regularized Learning on Data with Agnostic Bias. ACM MM, 2018.



Causally Regularized Logistic Regression
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Sample
reweighted
logistic loss

Causal
Contribution

Zheyan Shen, et al. Causally Regularized Learning on Data with Agnostic Bias. ACM MM, 2018.



NICO - Non-I.I.D. Image Dataset with Contexts

• Data size of each class in NICO

• Sample size: thousands for each class

• Each superclass: 10,000 images

• Sufficient for some basic neural networks (CNN)

• Samples with contexts in NICO
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Experimental Result - insights



Experimental Result - insights
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Variable Decorrelation by Sample Reweighting:
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Decorrelated Weighted Regression:

Stable Learning with Continuous Variables
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Kun Kuang, Ruoxuan Xiong, Peng Cui, Susan Athey, Bo Li. Stable Prediction with Model Misspecification and Agnostic Distribution Shift. AAAI, 2020.

Stable Learning with Continuous Variables



• More detailed analysis:

• We can focus on only the spurious part of correlation

• But how?

• Leveraging the abundant sources of unlabeled data!
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Stable Learning with Differentiated Variables



Ear

Nose

Grass

Cloud
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Clustering?

Stable Learning with Differentiated Variables
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• Feature Partition by Stable Correlation Clustering

• Define the dissimilarity of two variables:

• Remove the correlation between variables via sample reweighting:

Stable Learning with Differentiated Variables

Zheyean Shen, Peng Cui, Jiashuo Liu, Tong Zhang, Bo Li and Zhitang Chen. Stable Learning via Differentiated Variable Decorrelation. KDD, 2020.
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Effective Sample Size

Zheyean Shen, Peng Cui, Jiashuo Liu, Tong Zhang, Bo Li and Zhitang Chen. Stable Learning via Differentiated Variable Decorrelation. KDD, 2020.

Stable Learning with Differentiated Variables



From Causal problem to Learning problem
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• Previous logic:

• More direct logic:

Sample

Reweighting

Independent

Variables

Causal

Variable

Stable

Prediction

Sample

Reweighting

Independent

Variables

Stable

Prediction



Interpretation from Statistical Learning perspective

• Consider the linear regression with misspecification bias

• By accurately estimating     with the property that 𝑏 𝑥 is uniformly 

small for all 𝑥, we can achieve stable learning.

• However, the estimation error caused by misspecification term can 

be as bad as                                      , where 𝛾2 is the smallest 

eigenvalue of centered covariance matrix.
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Bias term with bound 𝑏 𝑥 ≤ 𝛿Goes to infinity when perfect collinearity exists!

Zheyan Shen, et al. Stable Learning via Sample Reweighting. AAAI, 2020.



NICO - Non-I.I.D. Image Dataset with Contexts

• Data size of each class in NICO

• Sample size: thousands for each class

• Each superclass: 10,000 images

• Sufficient for some basic neural networks (CNN)

• Samples with contexts in NICO
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Yue He, Zheyan Shen, Peng Cui. Towards Non-IID Image Classification: A Dataset and Baselines. Pattern Recognition, 2020.

NICO - Non-I.I.D. Image Dataset with Contexts

http://nico.thumedialab.com/



Conclusions

• Why can’t the current AI generalize well to unknown 

environments? 
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Know What, but don’t know Why

知其 然 ，但不知其 所以然
Correlation

Stable Learning: Try to promote the convergence of causal inference

and machine learning.

Causality
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