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Domain Adaptation

X – feature (covariate) 
Y – label (target)

PS
XY

PS
XY 6= PT

XY

PT
X

PT
Y |X?

3

Source Domains(Training) Target Domain(Test)



Covariate shift

Shimodaira, Hidetoshi. Improving predictive inference under covariate shift by weighting the log-likelihood 
function. Journal of Statistical Planning and Inference. 2000.

Instance reweighting Invariant Feature Learning

Maximum Mean Discrepancy (MMD), optimal transport, adversarial loss…
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• Why                                              ?
• What if                        ? 
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Modularity

5https://plato.stanford.edu/entries/causal-models/

Soft intervention:
P(Flame|Gas Level, Igniter) changes
P(Gas Level|Gas Connected, Gas knob) is invariant
P(Meat cooked|Flame, Meat on) is invariant

Intervention



Modularity

6https://plato.stanford.edu/entries/causal-models/

Soft intervention:
P(Flame|Gas Level, Igniter) changes
P(Gas Level|Gas Connected, Gas knob) is changes
P(Meat cooked|Flame, Meat on) is invariant

Intervention

Intervention



Causal Model for DA
•Bridge between probability distributions

• Independent causal mechanism

X Y

P(1)
XY P(2)

XY P(3)
XY P(k)

XY. . .

C EC � Cause

E � Effect
PC PE|C (causal mechanism)

Without confounder,        and           do not contain 
information about each other.

PC PE|C

7Schölkopf, Bernhard, et al. "On causal and anticausal learning." arXiv preprint arXiv:1206.6471 (2012).



X ! Y

𝒀X𝐷
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Covariate Shift
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D �Domain Index
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PXY = PXPY |X



Y ! X
•Y is usually the cause of X (especially for classification)

𝑿Y𝐷Target Shift
PS
Y 6= PT

Y PS
X|Y = PT

X|Y

Zhang, Kun, et al. Domain adaptation under target and conditional shift. ICML13
Gong, Zhang, et al. Domain adaptation with conditional transferable components. ICML16
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Covariate shift does 
not hold !!!

PXY = PX|Y PY
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Y ! X
•Y is usually the cause of X (especially for classification)

𝑿Y𝐷Conditional 
Shift

Zhang, Kun, et al. Domain adaptation under target and conditional shift. ICML13
Gong, Zhang, et al. Domain adaptation with conditional transferable components. ICML16
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not hold !!!
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PXY = PX|Y PY
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Y ! X
•Y is usually the cause of X (especially for classification)

𝑿Y𝐷Generalized
Target Shift

Zhang, Kun, et al. Domain adaptation under target and conditional shift. ICML13
Gong, Zhang, et al. Domain adaptation with conditional transferable components. ICML16
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Covariate shift does 
not hold !!!
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PXY = PX|Y PY
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Problems
• The causal graph and the invariance/changing causal 

modules are assumed to be known

•The algorithms do not make full use of the causal 
generative process

• Learning causal graphs from observational data is a 
hard.
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Inference on Graphical Models

Zhang, K*., Gong, M.*, et al. (2020). Domain Adaptation As a Problem of Inference on Graphical Models. NeurIPS 2020.

•Automated way to model change and invariance 
properties in the joint distribution
• Factorize the joint distribution according to an augmented 

directed acyclic graph (DAG)
• Formulate domain adaptation as a Bayesian inference 

problem on the augmented DAG
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Augmented DAG

•DAG encodes conditional independence relations
•Encode distribution change by augmenting DAG with 𝜽
• 𝜃! are independent – independent change
• 𝜃 follows a prior distribution 𝑃(𝜽)

•Data generating process
• Generate 𝜽(𝒊) from 𝑃(𝜽)
• Given 𝜽(𝒊), sample data from  the distribution in the i-th domain:
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Relation to Causal Graphs
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Bayesian Inference

Classifier
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Benefits of Bayesian Treatment

𝑌 ∼ 𝑁(0, 𝜃!) 𝑋 = 𝑌 + 𝐸

𝐸 ∼ 𝑁 0, 𝜃" X ∼ 𝑁 0, 𝜃" + 𝜃!
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Graph Learning: Skeleton learning 
and changing module detection

Huang, B., Zhang, K., Zhang, J., Ramsey, J., Sanchez-Romero, R., Glymour, C., & Schölkopf, B. 
(2020). Causal discovery from heterogeneous/nonstationary data. Journal of Machine Learning 
Research, 21(89), 1-53.

•Using Domain Index C as a surrogate variable and apply 
Constraint-based search on C and the observed features 
and labels.
• Detecting Changing Causal Modules
•Obtain the Skeleton of the graph
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Graph Learning: Determine edge 
direction

• Independent changes in P(cause) and P(effect|cause)

4.1 Inference of the Causal Direction between Variables
with Changing Modules

V1 V2

✓1(C) ✓2(C)

V1 V2

✓1(C) ✓2(C)

g1(C)

(a) (b)

Figure 3: Two possible situations where V1 ! V2 are adjacent to each other
and both of them are adjacent to C. (a) ✓1(C) ?? ✓2(C). (b) In addition to the
changing parameters, there is a confounder g1(C) underlying V1 and V2.

We now develop a heuristic method to deal with Case 2 above. For simplicity,
let us start with the two variable case: suppose V1 and V2 are adjacent and
are both adjacent to C (and not adjacent to any other variable). We aim
to identify the causal direction between them, which we suppose to be V1 !

V2. Note that although both of V1 and V2 are adjacent to C, there does not
necessarily exist a confounder. Fig. 3(a) shows the case where the involved
changing parameters, ✓1(C) and ✓2(C) are independent, i.e., P (V 1; ✓1) and
P (V 2 |V1; ✓2) change independently. (We dropped the argument C in ✓1 and ✓2
to simplify notations.)

For the reverse direction, one can decompose the joint distribution of (V1, V2)
according to

P (V1, V2; ✓
0
1, ✓

0
2) = P (V2; ✓

0
2)P (V1 |V2; ✓

0
1), (12)

where ✓01 and ✓02 are su�cient for the corresponding distribution terms. Gen-
erally speaking, ✓01 and ✓02 are not independent, because they are determined
jointly by both ✓1 and ✓2. We assume that this is the case, and identify the
direction between V1 and V2 based on this assumption.

Now we face two problems. First, how can we compare the dependence
between ✓1 and ✓2 and that between between ✓01 and ✓02? Second, in practice we
do not have such parameters, and how can we compare the dependence based
on the given data? We shall make use of the independent contributions from ✓1
and ✓2 and (usually) dependent contributions from ✓01 and ✓02.

The total contribution (or causal e↵ect; see [?]) from ✓01 and ✓02 to (V1, V2)
can be measured with mutual information:

S(✓0
1,✓

0
2)!(V1,V2) = I

�
(✓01, ✓

0
2); (V1, V2)

�

=I(✓02;V2) + I(✓01;V1 |V2) + I(✓02;V1 | ✓
0
1, V2)

=I(✓02;V2) + I(✓01;V1 |V2), (13)

where the second equality holds because of the chain rule, and the last one
because the su�ciency of ✓01 for P (V1 |V2; ✓01) implies ✓02 ?? V1 | ✓01, V2. Eq. 13
involves the regular mutual information and conditional mutual information.
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Approximate Inference
Latent variable conditional GAN

Approximate inference
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Digits Adaptation

Gong, M., Xu, Y., Li, C., Zhang, K., & Batmanghelich, K. (2019). Twin auxilary classifiers GAN. In Advances in neural 
information processing systems (pp. 1330-1339).



WiFi Localization

• Localize mobile devices from 
the WiFi signals.

• Transfer between different 
time periods
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WiFi Localization
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Conclusion

• Augmented DAG encodes conditional independence 
relations and distribution change properties, which are 
sufficient for domain adaptation.

• Prediction in the target domain can be cast as Bayesian 
inference on the augmented DAG.

• Practical implementation: Approximate Inference + 
modeling conditional distributions using conditional GAN
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