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Displacement-Invariant Cost Learning

Volumetric Approach Our Method

Methods Kernel Params Ratio Theoretical Inference Memory ratio

4D convolutions (𝐾, 𝐾, 3,3,3,3) 81𝐾2 9𝐾 𝐾 × 𝑈 × 𝑉 × 𝜆𝐻 × 𝜆𝑊 𝑈 × 𝑉

Ours (𝐾, 3,3) 9𝐾 1 𝐾 × 𝜆𝐻 × 𝜆𝑊 1

Table 1.  Per Layer Analysis of Processing a 5D feature Volume (𝐾 × 𝑈 × 𝑉 × 𝜆𝐻 × 𝜆𝑊)



Displacement-Invariant Cost Learning

Table 2.  Ablation study on different cost computation metrics.

Figure 1. Qualitative Example of the Displacement Probability Distribution with Different Kinds of Matching Costs.
The intersection of two yellow lines shows the ground truth location.



Displacement Aware Projection

Figure 2. The left column compares an example pixel's displacement probability, before and after using DAP layer.
The right column shows the histogram of the 𝑑𝑝𝑒𝑎𝑘distribution with and without the DAP layer. 𝑑𝑝𝑒𝑎𝑘represents

the difference value between the highest and the second probability among the displacements.
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Overall Architecture

Figure 3. The feature net outputs features at five pyramid levels. For each level, our displacement-invariant cost
learning module compares the reference feature map and the target feature map at each displacement and builds a
4D cost volume. Our displacement-aware projection layer reweights the learned cost volume to make it unimodal. A
2D soft-argmin layer projects the cost volume to optical flow



Benchmark Results
Table 3. Quantitative Results on KITTI 2015 and Sintel Datasets. The symbol ‘C+T’ indicates a model pre-trained on
the Chair and Things datasets while ‘+K/S’ means further fine-tuned on the KITTI or Sintel dataset. Parentheses means
the results are reported on its training dataset.



Benchmark Results



Adversarial Attack

Table 4. Performance Against Adversarial Attacks. The patch size used by the adversarial attack is indicated
by pixels, e.g., 25 × 25. The column ‘Diff’ denotes the relative EPE difference after attacks. The results are
reported on the KITTI 2015 training set



Stereo Matching Extension 



Stereo Matching Extension 

Figure 4. Overall Architecture of Our Stereo Matching Extension

Feature Net: 8 layers with spatial pyramid pooling.
Matching Net: 17 layers with skip connected U-net.
Projection Layer:

Project cost volume to disparity map
Compute entropy map from cost volume

Refine Net: take left image, entropy map and disparity
map as input.
Loss Functions: smooth 𝑙_1 loss on 𝒅_𝑐𝑜𝑎𝑟𝑠𝑒 and
𝒅_𝑟𝑒𝑓𝑖𝑛𝑒



Stereo Matching Extension 
Table 5. Benchmark Quantitative Results.



Stereo Matching Extension 
Figure 5. Benchmark Qualitative Results.

Left Image Our2DGA-Net (CPVR19)

Left Image Our2DDeep Pruner (ICCV19)
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Thanks
Code is available at:
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Figure 1. The pipeline of our proposed stereo matching network. Given a pair of stereo images, the Feature Net
produces feature maps that are processed by the Matching Net to generate a 3D cost volume. The disparity map can be
projected from the cost volume with soft-argmin operation. Feature Net and Matching Net are the only two modules
that contain trainable parameters, we utilize the NAS technique to select the optimal structures.

The Proposed Pipeline



Figure 2. Our Refined Search Space. Left: cell level search space; Right: our network level search space. The red
arrow on the left represents the proposed residual connections. We set LF = 6 for Feature Net and LM = 12 for
Matching Net.

Refined Searching Space



Search Level Params KITTI 2012 KITTI 2015 Runtime

AutoDispNet Cell 111M 1.70% 2.18% 0.9s

Ours Full Network 1.8M 1.13% 1.65% 0.3s

Our Searched Architecture AutoDispNet Architecture 

Table 1. Comparing with AutoDispNet, our method boosts the performance of 32.12% in accuracy and 66.67% in
inference speed with only 1.7% of the parameters.

Ours vs AutoDispNet
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