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Ø A sketched comparison between existing fusion methods and ours :

• The aggregation-based fusion processes each modality with a separate sub-network and then combine

all their outputs via an aggregation operation, e.g. averaging, concatenation, or adding with attention.
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Ø A sketched comparison between existing fusion methods and ours :

• The alignment-based fusion leverages an alignment loss (usually specified as MMD) for

capturing the inter-modal concordance while keeping the outputs of all sub-networks.
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Ø A sketched comparison between existing fusion methods and ours :

• This work proposes Channel-Exchanging-Network (CEN) for multimodal fusion, in which:

ü A global criterion is applied as a self-guidance during training for adaptive feature fusion;

ü Fusion can take place at every layer throughout encoder, instead of several pre-designed fusion positions like

existing methods;

ü The multimodal architecture is almost as compact as a unimodal network, with zero fusion parameter.
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Ø Summary of the overall method: channel exchanging by comparing BN scaling factor

• Create sparse activations by using a L1 norm over the BN scaling factors;

• Exchange an activation when its BN scaling factor is lower than a threshold.

Ø Details, the whole optimization objective of our method is:
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Ø Additionally, we use sub-network sharing with independent BNs:

• Better for channel alignment, and capture the common patterns in different modalities;

• Decoupled scaling factors can evaluate the importance of the channels of different modalities.
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Ø Analysis:

ü Theorem 1. Suppose 𝛾!,#,$ !,#,$ are the BN scaling factors of any multimodal fusion network
(without channel exchanging) optimized by Equation★. The probability of 𝛾!,#,$ being attracted to

𝛾!,#,$ = 0 during training (a.k.a. 𝛾!,#,$ = 0 is the local minimum) is equal to 2Φ 𝜆 %&
%'!,#,$

%

()
− 1,

whereΦ derives the cumulative probability of standard Gaussian.

ü Corollary 1. If the minimal of Equation★ implies 𝛾!,#,$ = 0, then the channel exchanging (assumed
no crossmodal parameter sharing) will only decrease the training loss, i.e. 𝑚𝑖𝑛*&:(% 𝐿 ≤ 𝑚𝑖𝑛*&:(𝐿,
given the sufficiently expressive 𝑓):,- and 𝑓):, which denote the cases with and without channel
exchanging, respectively.
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Ø Experiments: semantic segmentation and image-to-image translation
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Visualization of the averaged feature maps for RGB and Depth. From left to right: the input images,
the channels of 𝛾!"# ≈ 0, 𝛾$%&'( > 0 , 𝛾!"# > 0, 𝛾$%&'( ≈ 0 , and 𝛾!"# ≈ 0, 𝛾$%&'( > 0 .



Ø Experiments: semantic segmentation and image-to-image translation
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Detailed results for different versions of our CEN on NYUDv2. All results are obtained with the
backbone RefineNet (ResNet101) of single-scale evaluation for test.



Ø Experiments: semantic segmentation and image-to-image translation

NeurIPS | 2020

Comparison with three typical fusion methods including concatenation (concat), fusion by alignment
(align), and self-attention (self-att.) on NYUDv2.



Ø Experiments: semantic segmentation and image-to-image translation
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Comparison with SOTA methods on semantic segmentation.



Ø Experiments: semantic segmentation and image-to-image translation
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On NYUDv2 and SUN RGB-D datasets

On Cityscapes dataset



Ø Experiments: semantic segmentation and image-to-image translation
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Multimodal fusion on image translation (to RGB) with modalities from 1 to 4.

Comparison on image-to-image translation. Evaluation metrics are FID/KID (×10−2 ). Lower values 
indicate better performance.



Ø Experiments: semantic segmentation and image-to-image translation
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Concat Align Self-att. Ours Ground truth

Texture ShadeFrom texture From shade

Concat Align Self-att. Ours Ground truth

Texture ShadeFrom texture From shade
Texture + Shade → RGB

On Taskonomy dataset



Ø Experiments: semantic segmentation and image-to-image translation
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Concat Align Self-att. Ours Ground truth

RGB ShadeFrom RGB From shade

Concat Align Self-att. Ours Ground truth

RGB NormalFrom RGB From normal

Concat Align Self-att. Ours Ground truth

RGB EdgeFrom RGB From edge

Concat Align Self-att. Ours Ground truth

RGB EdgeFrom RGB From edge

RGB + Edge → Depth RGB + Shade → Normal RGB + Normal → Shade



Ø After the paper submission, we verify the effectiveness of our multimodal channel exchanging in the
IROS2020 Robotic Grasping Competition, OCRTOC.
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Table Organization
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Input Output



Ø We achieve the 1st place among the 17 teams for the simulation track, and 3rd place for the real robot track.
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The channel exchanging method is used to predict the semantic masks of objects.

Front camera

Top camera



Deep Multimodal Fusion by Channel Exchanging
Yikai Wang, Wenbing Huang, Fuchun Sun, Tingyang Xu, Yu Rong, Junzhou Huang

Code and models at: https://github.com/yikaiw/CEN

Thank you for your listening!
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