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Introduction

Conventional methods for visual context modeling

NeurIPS 2020

Local-based: increase the receptive region of convolutional kernels
e.g., Dilated Convolution, Deformable Convolution, ASPP, PSP

Global-based: modeling the pairwise relations based on the visual attention mechanism

e.g., Non-Local, CCNet, LatentGNN



Introduction

Conventional methods for visual context modeling
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However, there is still a conflict between long-range dependencies 
modeling and object details preserving.



Introduction

LTF-V1: Learnable Tree Filter for Structure-preserving Feature Transform
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LTF-V1 uses the minimum spanning tree generated by the low-level guided features, which can 
retain the structural details with linear complexity w.r.t. vertex number



Introduction

LTF-V1: Learnable Tree Filter for Structure-preserving Feature Transform
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LTF-V1 is a differentiable and plug-and-play module



Introduction

LTF-V1: Learnable Tree Filter for Structure-preserving Feature Transform
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LTF-V1 can model higher-order relations, which is crucial for feature discriminability



Introduction

LTF-V1: Learnable Tree Filter for Structure-preserving Feature Transform
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Nevertheless, the geometric constraint and the non-differentiable spanning 
tree construction in the LTF-V1 module are found to be its Achilles’ heels, which 
impede the usage for more generic feature transform  



Introduction

Reformulation of LTF-V1

NeurIPS 2020

The statistical expectation of the sampling from input features under a specific distribution:

The distribution is modeled by Markov Random Field:

The distribution for LTF-V1 can be considered as a specific Markov Random Field:



Introduction

Reformulation of LTF-V1

NeurIPS 2020

The statistical expectation of the sampling from input features under a specific distribution:

The distribution is modeled by Markov Random Field:

The distribution for LTF-V1 can be considered as a specific Markov Random Field:

Constant modeling and  geometric constraint force the LTF-V1 to focus on 
the nearby region, leading to the difficulty of long-range interactions 



Our Method

Proposed LTF-V2
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We use data-dependent modeling for unary term:



Our Method

Proposed LTF-V2
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We use data-dependent modeling for unary term:

We can derive the closed-form solution by using belief propagation algorithm:  

Learnable Tree Filter V2 (LTF-V2):
relaxes the geometric constraint and enables efficient long-range interactions



Our Method

Framework of Learnable Tree Filter V2 Module
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The learnable spanning tree module enables fully end-to-end training:



Experiments

Visualization on Instance Segmentation/Object Detection
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Visualization of ground-truth (left), vanilla mask-rcnn (mid) and learnable tree filter (right)  on COCO val set



Experiments

Visualization on Semantic Segmentation
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Visulaization of learnable tree filter (middle row) and ground-truth (bottom row) on VOC2012 val set



Experiments

Ablation studies for instance-aware tasks
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Compared with previous work, our method (LTF-V2) achieves higher performance with much less
resource consumption on COCO dataset

Ablation study on COCO2017 val set



Experiments

Ablation studies for semantic segmentation
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Compared with the state-of-the-art work, our method (LTF-V2) based on a simple FPN architecture
achieves superior performance on Cityscapes dataset

Ablation study on Cityscapes val set (fine only)

Results on Cityscapes test set (fine only)



Experiments

Empirical Runtime
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For GPU devices, we parallelize the algorithm along with batches, channels, and nodes of
the same depth.
Learnable Tree Filter is easy to use. You only need to add 2 lines to your PyTorch code.

Runtime on a Tesla V100 GPU



Future Work

Potential Applications
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• Replacing the attention module of transformer for natural language processing
• Efficiently modeling higher-order relations, e.g., solving maze problem
• Enhancing sequential representation for video analysis



Thanks
For any questions, please contact

stevengrove@stu.xjtu.edu.cn

Source code is available

https://github.com/StevenGrove/LearnableTreeFilterV2
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https://github.com/Megvii-BaseDetection/TreeFilter-Torch

http://www.yanwei-li.com
https://github.com/yanwei-li/DynamicRouting
https://github.com/yanwei-li/DynamicRouting

