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Domain Adaptation (DA)
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Domain Adaptation Approaches
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Confidence Calibration in Deep Learning!
@ A model should output a probability reflecting the true frequency:
P(Y=YP=c)=c, Vcel01]

@ Deep networks learn high accuracy at the expense of over-confidence.
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where Y is the class prediction and P is its associated confidence.
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Dy, Dy, Dye: independent and identically distributed datasets.
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Temperature Scaling for 11D Calibration
e Calibration Metric: Expected Calibration Error (ECE)

> | B
Loce= Y nm |A(Bm) — C(Bm)|
m=1

A(Bm) =|Bm| ™" > 1(%i =vyi) (Accuracy) (2)
i€Bm

C(Bm) = |Bm| ™! Z mfxp(?f‘]x;,@) (Confidence)
i€Bm

o IID Calibration: Temperature Scaling
7" =argmin B, y)ep, Lin (o(z0/T),vv) (3)

o is the softmax function, Lnr1, is Negative Log-Likelihood loss.

@ Transform logits z; into calibrated probabilities pre = o (zte/ T*).
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Dilemma of Accuracy vs Confidence in DA

@ Transfer models yield high accuracy at the expense of over-confidence.
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The existence of dataset shift between § and T°.
The lack of labeled examples in the target domain.

@ Calibration in transfer learning is challenging due to the coexistence:
o Domain shift — ECE should be unbiased to the target domain
o Unlabeled target — ECE on the target domain is incomputable

@ Bias-Variance-Shift Dilemma of confidence calibration in Transfer Learning
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Transferable Calibration Framework

o Exp [W(X)E(.)(gb(x), y)] is an unbiased estimator of the target calibration error E,

Exq [L£()(6( /£ (¢(x), y)q(x)dx
a(x) . ®)
= [ 2 CO0 VP = Excp [WEIL (600, 9]
@ Discriminative density ratio estimation method: LogReg
@ Use Bayesian formula to derive w(x) from a logistic regression classifier
v q(x) v(xld=0) P(d=1)P(d=0lx)
W) = 050 T vid =1) ~ P(d =0) P(d = 1) ()

Ximei Wang Transferable Calibration November 24, 2020 7/16



Transferable Calibration: Bias Reduction

@ Importance-weighting for an unbiased estimate of target ECE if w(x) = w(x)
@ The bias between the estimated ECE and the ground-truth ECE

Euvg [£E0Y] — Eena [L058]|
= [Exwp [W(X) Lucr(d(x); ¥)] — Exup [W(X)Lrcr(6(x), ¥)]] (6)
— [Exp [(W(x) — #(x))LrCE(6(x), V)]

@ The bias of them can be further bounded by

|Exp [(w(x) = W(x)) Lrcr(¢(x), )]

S\/Ex~p {(W(X) - VAV(X))2} Exep |:(£ECE(¢(X)7 y))z] (Cachy — Schwarz Ineqaulity) )
S% (EXNP [(W(X) - |7‘\/(X))2] + Exp [(EECE(QS(X), y))2]) (AM/GM Inequality)
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Transferable Calibration: Bias Reduction

@ For any x s.t. P(d = 1|x) # 0, the following inequality holds:

1 CP(d=0x) 1-P(d=1}) 1
M+ 1

P(d = 1]x) P(d = 1|x) P(d = 1]x)

@ The discrepancy between w(x) and w(x) can be bounded by

aeor] —e [(PE=10 =P =10\’
Buvp [(W6) — #60)7] E[( P(d = 1h)P(d = 1) )]

~ 2
< (M +1)*Exmp [(P(d =1|x) — P(d = 1|x)) } .
@ Use A (0 < A\ <1) to control the bound M of the importance weights

T = argmin B, [#(x.) Cecu(o(60e)/ T). V). ) = [#6)]".
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Control Variate Method

@ (a) Feature adaptation reduces distribution discrepancy d,+1(ql|p)

Varyp [CEcE] = Exvp [(‘C]‘%/CE)2] — (Ex~p [EEVCE])2

w -1 w
< du11(9|p) (ExmpLlfice)' ™= — (ExwpLlicy)?, Va > 0.

(11)

@ (b) Control variate explicitly reduces the variance 2

© Given two unbiased estimators: E[z] = (,E[t] =7

@ Construct a new estimator: z* =z + n(t — 7)

© z* is still unbiased: E[z*] = E[z] + nE[t — 7] = ( + n(E[t] — E[r]) = ¢
Q Var[z*] = Var[z + n(t — 7)] = n*Var[t] + 2nCov(z, t) + Var[z]

© min Var[z*] = (1 - 2 ,)(Var[z], when i) = — S50

@ Since 0 < p2 , <1, Var[z*] < Var[z], the variance is reduced.

2Lemieux. Control variates. In Wiley StatsRef: Statistics Reference Online, American-Cancer Society, 2017.
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Transferable Calibration: Variance Reduction
@ Serial Control Variate: Var[u™*] < Var[u*] < Var[u]

*

ut = u+m(t — 1)

12
u™ = u" + (2 — 72) (12)
@ First, use importance weight w(xs) as a control covariate
1 Cov(L w
E* ~ — ECE’
5(9.y) =Eq(5,y) — PR 70 Z [w(x;) — (13)
@ Second, use the prediction correctness r(xs) as another control variate
s o~ .~ 1 Cov(L ,
Ey (YY) =E5(9,y) — — e Z [r(xq (14)

Ns Var[r(x)]

@ Reduce bias, variance, and shift all-in-one for Transferable Calibration
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TransCal Algorithm

Algorithm 1 Transferable Calibration in Domain Adaptation

Tt

1: Input: Labeled source dataset S = {(x%,y%)}\" and unlabled target dataset 7 = {(x}) } /",

2: Parameter: Temperature 7' and learnable meta parameter A
3: Partition S into Sy, = {(x},,y%,) } ., and S, = {(x%,y%)})
4: Train a DA model ¢(x) = G(F(x)) on S,- and T via any DA method until convergy
5: Randomly upsample the source or the target dataset to make ng,. = ny
. 7 Tt i il "
6: Fix the DA model and compute features F;, = {ftr}i;p = {f }z pFe= {ft }1;1
7: Train a logistic regression model H to discriminate the features F3, and F; until converge
- i i ~( i iy
8: Compute w(x’) = [1— H(f)] /H(f%) and w(x) = [w(x})]

9: Compute Exp L8 g, E(y,y) and E}*(y¥,y) as in Eq. 9, Eq. 11 and Eq. 13 respectively
10: Jointly optimize the transferable calibration objective as T* = arg min E;* (0 (é(x,)/T), yu))
T

11: Calibrate the logit vectors on the target domain by ¥ = o (¢(x¢)/ T*)
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Experiments and Results

Table 2: ECE (%) vs. Acc (%) via various calibration methods on Office-Home with CDAN

Metric|Cal. Method

|A—C A—P A—»R C—A C—P C—»R R—A R—C R—P|Avg

Before Cal. 494 684 755 576 70.1 704 689 544 81.2|68.3

Acc |MC-dropout [12] 472 662 714 57.1 657 706 683 53.6 80.7|66.7
TransCal (ours) 494 684 755 576 70.1 704 689 544 812 |68.3
Before Cal. 402 264 17.8 358 235 219 248 364 14.5(26.8
MC-dropout [12] 33.1 21.3 150 242 205 13.2 256 142 22.4(19.6
Matrix Scaling 447 288 19.7 36.1 254 24.1 38.1 157 29.5|29.1
Vector Scaling 347 18.0 11.3 234 154 115 273 85 20.0(189

ECE Temp. Scaling 283 17.6 10.1 21.2 132 82 260 88 18.1(16.8
CPCS [38] 350 294 83 21.3 290 56 199 9.1 20.31(19.8
TransCal (w/o Bias) 21.7 108 58 276 92 60 274 52 169|14.5
TransCal (w/o Variance)| 31.2 164 6.5 31.1 147 16.1 27.5 4.1 20.0/|18.6
TransCal (ours) 229 93 51 217 140 64 21.6 4.5 15.6(13.5
\Oracle \ 58 81 48 100 7.7 42 55 39 62 \6.2
November 24, 2020
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Experiments and Results

(a) Before Calibration (b) IID Calibration (c) TransCal (d) Oracle

Figure 2: Reliability diagrams from Clipart to Product with CDAN [25] before and after calibration.
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Figure 3: The estimated calibration error with respect to different values of temperature 7" and meta
parameter A (both are learnable), showing that different models achieve optimal values at different \.
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Summary

@ A dilemma in the open problem of Calibration in DA: existing domain adaptation models
learn higher classification accuracy at the expense of well-calibrated probabilities.

@ A Transferable Calibration (TransCal) method, achieving more accurate calibration with
lower bias and variance in a unified hyperparameter-free optimization framework.

@ Extensive experiments on various DA methods, datasets, and calibration metrics, while
the effectiveness of our method has been justified both theoretically and empirically.

@ Code will be available @ github.com/thuml/TransCal
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github.com/thuml/TransCal

Future Work

1. Design DA methods based on our ECE-Accuracy-Dilemma observation
@ 2. TransCal may still fall short under the following circumstances:

@ The domain gap is extremely large even after applying domain adaptation methods

The source or the target dataset is too small to estimate importance weights

TransCal is based on the covariate shift assumption and it remains unclear whether it can
still perform well under label shift, especially when we meet with a long-tailed distribution.
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