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Stationary Domain Adaptation

Transfer knowledge across different domains:
@ The learner is provided with ng i.i.d. observations {xg'),yg')};’gl from a source domain of

distribution P(xs,ys), and n; i.i.d. observations {x&”}fél from a target domain of
distribution Q(x¢,yt).
@ Learn an accurate model for the target domain
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Evolving Domain Adaptation (EDA)

A source distribution P(x,y) and an evolving target distribution Q:(x,y), t € [0,1]. Typically
d(Q¢, Q) > 0 for some distribution distance d. lima;—0 d(Q:, Q:+a¢) = 0 as the continuity
of the evolvement. Target unlabeled data points come in small batches sequentially,

T = {X¢, Xt, - - X¢, }, forming a trajectory of evolving target. Our goal is to minimize the
expected risk on the evolving target.
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G 2
Analysis of EDA

What factors are the performance of EDA related to?

@ To solve the EDA problem with target trajectories, we need the target domain to evolve
steadily to facilitate knowledge transfer.

o duan(P, Qr) = supg g [EpL(fy(x), for(x)) — Eq,L(fy(x), fyr(x))|, which quantifies the
discrepancy. The adaptability measuring the feature of cross-domain learning is
Ae = ming [EpL(fy(x), y) + Eq.L(f(x), y)].

Theorem 1. Assume dya(Qr, @) < a|ti — to| holds with constant « for t1, t, > 0. Then
for any 6, with probability at least 1 — ¢ over the sampling of target trajectory ti, to - - - t,

1
EtEQtL(f@(X)a)/) < EPL(fH(X),}/) + ; E [d'HAH(P7 Qti)] +EN+ O (%)
i=1
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G 2
Analysis of EDA

Learn representations to capture and harness the evolvement of target domain, i.e. make «
sufficiently small.

@ « indicates the rate of evolvement of the target domain Q;.

@ A reasonably small & means Q; is evolving evenly, and neighboring target data share
knowledge.

@ n is the length of target trajectory T. With small « and large n, we can solve the EDA
problem by adapting source and target trajectories.

Design architectures to mitigate catastrophic forgetting in EDA.
@ Target data come online and cannot be stored in meta-testing.

@ Adapting to current target inevitably results in forgetting knowledge on previous target.
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@ Learning a Meta-Adapter to Overcome Forgetting
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Evolving Adaptive Meta Learning Learn a Meta-Representation for Continually Evolving Target

Learn a Meta-Representation for Continually Evolving Target

Recall that Model-Agnostic Meta-Learning (MAML) learns transferable features by training on
the support set in the inner loop and minimizing error on the query set in the outer loop. We
can learn a representation for adapting to evolving target similarly.

@ hy: the representation function parametrized by 6

@ g, the adapter parametrized by ¢

@ cyy: the task classifier with parameters W

o Topr = {Xy, Xy, - Xy, }: target support set

o Tqry ={X}, X}, - X} }: target query set
In the inner loop, we train g, and cy to adapt to evolving target sequentially on representation
fg. Thus, fy is fixed in the inner loop.

(6, W)it1 < (¢, W)i — minV(g,w) [L(fo,6:, i (Xs), Ys) + d(fo .6, wi(Xs), fo.o,w:(Xe))] s (2)
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Evolving Adaptive Meta Learning Learn a Meta-Representation for Continually Evolving Target

Learn a Meta-Representation for Continually Evolving Target

Train the meta-representation in the outer loop.
@ We require the representation to make the adaptation in the inner loop more effective.

@ Update the representation fy to minimize the EDA loss on the query set following Equation
(1)? — no access to target labels.

@ Replace the EDA loss with its upper bound, and update 6 to control the upper bound.

@ Take « into consideration. We use max; d(fs,¢, w,(X%._,), fa,6,,w,(X%)) as an
approximation of «

1 n
0 — 0 - nOUtVQL[(fG:¢n:Wn(x5)7 Ys) + E Z d(fe:¢nyWn (X5)7 fév¢n7Wn(X;’,‘)) (3)
i=1
+ m’.ax d(fé,¢n7Wn(X;;_1)’ fg,d)n,Wn(X;f,'))]’

where 74t denotes the learning rate of the outer loop.
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Learning a Meta-Adapter to Overcome Forgetting
Learning a Meta-Adapter to Overcome Forgetting

Overcome catastrophic forgetting
@ Design the adapter g to avoid overwriting knowledge
@ Introducing a meta-adapter gq’ﬁ, to the original adapter g,
Mimicking intermediate features with meta-adapter in the inner loop
@ A well-trained adapter contains useful knowledge for that target data

@ Matching the intermediate features when adapting to new target helps overcome forgetting
of the old ones

Then the weighted feature matching loss is 37, WJ-THg/@,(XJ') — g,’d);»rev(xj)H, where w; € R™ is
the weight of sample x;. To facilitate knowledge retaining, we introduce the meta-adapter g,’d),,
P

wj = g,’d),(xj-). Thus, the total loss is the sum of the weighted feature matching loss in each
gl
layer,

(¢, 0, 0" ) =D > 81.505) " 11816/ (%)) — 81,6809 -
r
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Evolving Adaptive Meta Learning Learning a Meta-Adapter to Overcome Forgetting

Learning a Meta-Adapter to Overcome Forgetting

In the outer loop, update the meta-adapter to make the weighted feature mimicking preserve
more knowledge on previous target data. We use the same loss function as Equation (3), but we
calculate the gradient w.r.t. both ) and g,.

Summary of the proposed method:

Meta-training Meta-testing Weighted Mimicking
Inner Loop Outer Loop wTlg(x) — go(®)|
Cross Entropy Cross Entropy Cross Entropy
Weighted th  pomain | weighted 1 bomein | weighted 13 pomain Weight Feature Feature
Matching | update Cy | Distance | Matching P Distance : Matching P Distance —
3 e W 2 ! v 3 " J w=g'x) g 9o(x)

update!

g 9 9o

update ! ho
Input
Meta- Current Previous
S={xs¥s} Tope = (e Xe, e, } S ={xo Y5} Tary = ¥t ¥'e, X't} S ={xe¥s} Teest = (Xtnprr Xty -+ Ftnm} adapter adapter adapter
——p Forward ===» Back Prop (_)Meta representation (__)Meta adapter [ Adapter Classifier

(a) The training procedure of EAML (b) The meta-adapter
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Experiments Datasets

Datasets

Rotated MNIST, Evolving Vehicles, and Caltran

ea™ 1NN

HuWY 83 AT HWY 28 B A7 B 5] HEY 88 AT HiY 28 - HEY @8 AT [ 28

== HHY 68 AT HSY 20

(d) Caltran
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Results
Table: Classification Accuracy (%) on rotated MNIST dataset.

Method 120°  126° 132° 138° 144° 150° 156° 162° 168° 174° Avg.
Source Only  17.60 19.29 2250 24.14 2649 29.48 31.06 3226 33.73 3325 26.98
DANN 18.92 21.65 2432 2763 29.76 32.01 33.92 36.23 36.68 36.93 29.81
JAN Merge 20.20 21.71 25.75 29.16 33.27 37.19 40.04 4039 39.67 38.71 32.60
MAML 22,75 25.11 2890 30.40 32.62 3456 35.14 36.55 37.31 38.30 32.16
CMA 21.82 23.65 26.48 29.48 3205 3499 3508 36.34 3833 39.25 31.75
DANN+EWC 20.39 24.19 2850 30.10 32.48 35.75 36.23 38.47 38.63 38.05 3227
EAML 24.69 27.48 30.16 32.79 34.88 37.35 39.25 40.96 42.45 42.27 35.23
Replay Oracle 24.35 26.21 30.33 31.89 33.02 3587 37.98 39.66 4140 4221 34.28
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Results
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Summary

A novel and practical domain adaptation setting: Evolving domain adaptation
Analyze the factor of EDA performance: features tailored to EDA and forgetting

A meta-learning method to solve EDA efficiently

Outperform well-established baselines
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Thanks!

Contact: h-117@mails.tsinghua.edu.cn
mingsheng®tsinghua.edu.cn
Code: github.com/Liuhong99/EAML
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