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 Introducion

Contrastive triple extraction as sequence generation. 
We encourage the model to generate gold triples and
does not generate negative ones.

 Model

The architecture of Contrastive triple extraction with 
Generative Transformer (CGT). 

 Experiments

Whether CGT can 
capture long-term
dependence or 
not?

Main results on the MIE dataset.

 Error anslysis.

 Main results of NYT and WebNLG.


