
Finding	Sparse	Structure	for Domain	Specific	
Neural	Machine	Translation	 Jianze Liang,	1,2∗ Chengqi Zhao,	2	Mingxuan Wang,	2	Xipeng Qiu,	1	Lei	Li	2	

1	Fudan	University				2	ByteDance AI	Lab

Network
Pruning

Generate 
and Fine-tune

Lottery Subnet
Adapting to more Domains

b) Informative General 
Subnetwork

a) General Model c) Lottery Domain 
Subnetwork  

d) Multi-domain 
Model 

Prune-Tune: An	Effective	and Flexible	Schema	for	Domain	Adaptation	in	NMT	

Effective	for Low-resource	Domain	Adaptation

Robust Training

Sequential Multi-Domain	Adaptation:	Learning	without	Forgetting

Keeping	General	Knowledge	to	better	Learn	the	Target	Domain	Effective	Pruning	for	Transformer	

Few	parameters	are	needed	to	train

most	target	domains		


