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We divide our method COSTT into two phases, including the 
acoustic-semantic modeling phase (AS) and the transcription-
translation modeling phase (TT). 
 The AS phase accepts the speech features, outputs the acoustic 

representation, and encodes the shrunk acoustic representation 
into semantic representation. 

 The TT phase accepts the AS’s representation and consecutively 
outputs source transcription and target translation text sequences 
with a single shared decoder.

 

Our proposed LUT consists of three modules, including an acoustic 
encoder, a semantic encoder and a translation decoder: 
 An acoustic encoder network that encodes the audio input sequence 

into hidden features corresponding to the source text; 
 A semantic encoder network that extracts hidden semantic 

representation for translation, which behaves like a normal machine 
translation encoder;

 A translation decoder network that emits sentence tokens in the 
target language. 
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