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» Preliminaries: Multilingual Meta-learning ASR
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_ (a) Our AMS framework (b) Policy network
unsatisfactory performance.
» Adversarial Meta Sampling
D EXperlmentS « We propose a novel and effective adversarial meta sampling (AMS)
approach that adaptively determines the sampling probability for each
> Dataset language task set in the meta-training process to balance both task quantity

We validate our method on two public multilingual speech recognition and difficulty in difterent language domains. _
datasets: Mozilla Common Voice Corpus (Moxzilla.org 2019) and the * The query losses of tasks from each language domain can well measure

IARPA BABEL dataset (Gales et al. 2014) and we also conduct both task-quantity imbalance and task-difficulty imbalance. So, we design a
policy network to increase the query loss of MML-ASR model through

adversarial learning for sampling from proper language domain shown in (a).
At each meta-training iteration, our policy network predict the most
befitting task sampling probability for each language domain to form
training task set for meta-training of MML-ASR model. So the meta-
> Results objective of MML-ASR model can be reformulated as:

experiments on speech classification dataset in AutoSpeech 2020
competition (InterSpeech 2020) and multilingual speech translation
corpus CoVoST (Wang et al. 2020) to demonstrate the applicability of
AMS to other low-resource speech tasks.

The experimental results demonstrate that our AMS significantly ming Er~y, E%NW(T)LDQUCTY (0 — O‘VHLDsupport(g))
improves the performance over the existing approaches on low-resource
ASR, especially under the realistic task-imbalance scenarios and shows its
great generalization capacity in other low-resource speech tasks.

* Our policy network attempts to increase the query loss of MML-ASR model
through adversarial learning for sampling the proper language task set for
training. Formally, the objective loss of our policy network is defined as:

Target Kyrgyz Estonian Spanish Dutch Kabyle

*
Source Diversiyll | Indo9 Indol2 | Indo9 Indol2 | Tndo9 Indol2 ¢* = argmax, J(¢), whereJ (¢) =
Monolingual training (Hori et al. 2017) 7625  86.04 80.30 68.71 85.41
TL-gASR (Kunfe et al. 2017) 68.28  82.04 79.39 56.58 89.12 Er ~ foBran(T )£unery(9 _ oneﬁpsuppm(H))
MTL-ASR (multi-head) (Dalmia et al. 2018) | 67.56  81.50 | 75.82 73.00 | 57.80 5641 | 82.10 81.23
MTL-ASR (Watanabe, Hori, and Hershey 2017) | 64.90 83.70 | 73.85 71.40 | 62.55 5846 | 84.25 81.88 ° The pohcy network injects attention mechanism into LSTM to utilize the
our AMS (MTL-ASR) 59.55  79.33 | 71.02 6897 | 58.22 54.96 | 83.90 79.26 , ST -
MML-ASR (Hsu, Chen, and yi Lee 2020) 5829  79.66 | 66.75 6524 | 5333 5256 | 1945 7596 long-term information in LSTM and the current query losses at each training

our AMS (MML-ASR) 5072 7226 | 6521 64.40 | 5118 49.13 | 7821 73.69

iteration shown in (b).
> Ablation Stud  The policy network can be jointly trained with MML-ASR model in an end-
y to-end way when applying REINFORCE algorithm (Williams 1992) to solve

Method _ , Kyrgyz Estonian the issue of non-differentiable sampling operation and optimize the policy
MML-ASR (Reptile) (Nichol, Achiam, and Schulman 2018) |66.51 83.17 ] . .

MML-ASR (FOMAML) (Hsu, Chen, and yi Lee 2020) 5923 78.64 network via the following gradient,

MML-ASR (MAML) (Uniform) (Hsu, Chen, and yi Lee 2020)|58.29 79.66

PPQ-MAML (Dou, Yu, and Anastasopoulos 2019) 58.95 77.26 VoI (¢) =VgErn 1, BT on(T) L Dguery (0 — AV 9L Dgpor (0))
PPQL-MAML (Sun et al. 2018a) 5487 7497 N M B

PPEAQL-MAML 55.14 75.41 RV 2i=1PTi £ Dguery (0 = &V 0L Dyt (0))-
PPAQL-MAML 53.15 73.33

our AMS-MAML w/o attention 54.16 74.29

our AMS-Reptile 5930 7849

our AMS-FOMAML 53.04 7477 * CO d SN & CO ntact

our AMS-MAML 5072 72.26

our AMS-MAML, (80% target) 59.02 75.87 * Codes: https://github.com/iamxiaoyubei/AMS

our AMS-MAML (50% target) 7027 81.97 . )

our AMS-MAML (20% target) $711 9172 * Contact: xiaoyb5@mail2.sysu.edu.cn
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