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2.Approach:

Overview of network architecture

2.1 channel shuffle

Given depth and color features of the i-th convolution block,

where M is the 

number of channels, the output of channel shuffle 

are: ,

2.2 Energy based fusion

Suppose that H, W are the height and width of a feature map       

where N is number of feature and M is 

the number of channels.                   is the feature value at (m, n), 

where                                           and      represents color and 

depth features.                 means the energy in region            

centered at (m, n).                 mean color and depth information.  

where    is the coefficient, and      is the output.

1. Motivation:

Information fusion is insufficient

Contributions:

(1). Formulate depth completion as a two stage task, and 

design a coarse-to-fine residual learning based framework;

(2). Design channel shuffle extraction operation, which 

effectively fuses the features of color and depth information

at the multi-scale feature levels;

(3). A energy based fusion operation is utilized to further 

sufficiently fuse the features obtained by channel shuffle 

extraction.

3. Experiment

Quantitative results of Kitti and NYUv2.
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Qualitative results of Kitti.
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