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— 1. Motivation and Contribution
> Task Description » Our Work
Task-oriented dialogue usually follows a typical dialogue flow, * Dialogue Structure Definition: We propose a conversational graph (CG) to represent
which can be summarized as a dialogue structure. It describes deterministic dialogue structure where edges represent context information.
internal logical structures of specific dialogue scenarios.  Dialogue Structure Learning: (1) An unsupervised Edge Graph Auto-Encoder (EGAE) is

designed to model local-contextual and global-structural information for conversati-
onal graph learning. (2) A self-supervised objective is introduced with the response
selection task to guide the unsupervised learning of the dialogue structure.

How to discover the dialogue structure from dialogue corpora automatically?

> Traditional Works

First extracting latent states for each utterance and then calcul- Ueer et mocratoly pricos |
i wn.
ating the transition probabilities among states. What is phone number?
|
User [I‘m |ooiking fora reslauram] [ I want to find a cheap g:r(r‘r’\ h(:::?‘ ‘rj:r‘\g:r)area)
v System Here are several restaurants that
— What type of food would you like? serve [prince range] food. Do you
System [OK. Whlcr:’ 5.:;::7( food do] [ Do ya::e?:’\;i ::Sy:aod The edge with contextual information make have cuisine preference?
Y L -s the dialogue transition deterministic in a form s
o " Inform (prce range,area) )
specific conversation. ask (phone number) offer (prince range)
feaesstied request (food)
User [ 1 would like Italian food. I N
User I don't care.
076 S THs 018020 — J
Do you have any Which area would you like ‘"'E'(m h(pmce 'acge)'a'ea"md) P D':er (p",':z'ra"ge'
ask (phone number) inform
System [ requirements for price? ] [ to reser\/e7 e e
[restaurant] serves [food type]

The transitions between the states is ambiguous because of ignoring the
contextual information when calculating the probabilities.

food. Itis located at [area] and its

phone number is [phone number].

System
and is in [price range].

tnams] is [type] restaurant in [areaﬂ

— 2.1 Framework — 2.2 CG Initialization = —— 2.3 Edge Graph Autoencoder -
Structure Induction Module Algorithm 1: Conversational Graph Initialization .
comersmionss o) Roconsiructed Input: number of user nodes V,,, number of system > Graph Incorporation
usen A nodes NDS’ number of edges N, dialogue Applying a non-linear layer to fuse the node
w ol [ corpus ion- ifi - in-
& \‘l Output: features of user nodes Uy, features of fe_at_ures of SeSSIor.] SpECIfIC sub graph andin
ﬂ system nodes S¢, conversational graph M;; itialized conversational graph.
Split D into the user/system utterances sets ; > -
Semantics Understanding Module
——— Use K-Means algorithm to cluster user/system Edge Graph Auto-encoder
eer: G you o bk e g o utterances into IV, and N clusters, respectively ; * Encoder
:;N:,::yuwwmm o HIEIH Calculate the centroid vectors of user/system clusters i S r iy dad
ey reneasenerenonesr 5| |83 Ur/Se ; A = o[l (ALE]) g (AT)]
HIEH for each session in D do l 1 ! !
HIGS for each adjacent utterances in session do (A ) =AW
| Lotction Feed BERT with the concatenated adjacent
[ e ] ! al= LAl AL E
) ' utterances ; a;f " = softmax(f (A A’ ) E)
Insert the [CLS] embedding into the feature El+1 o I+1
» Semantic Understanding Module (SUM) list of the edge between corresponding
L . . clusters of adjacent utterances ;
The module extracts the semantics information and relations- end * Decoder
hip between the adjacent utterances. The extracted informat- end
jon is used to construct a session-specific sub-graph. for each edge in all edges do P (Mij A, E) = softmax(f' (AL El;; A%)
. average the corresponding feature list to obtain
» Structure Induction Module (SIM) the edge representations ;
i - it _ H end
The module |ncqrporates session specific S.Ub graph into the Use K-Means algorithm to cluster all edges into N,
whole conversational graph with unsupervised Edge-Enhanced clusters :
Graph Auto-Encoder (EGAE).
3. Experiment and Result 4. Conclusion
» Main Result > Few-Shot DST Task * A conversational graph (CG) with edge feature can
* Compared with existing methods model a deterministic transition in a specific cont-
CamRest676 DSTC2 Model Joint Ace. (%) Loss t
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* Performance in different domains (Wosdbswperisedus) 479 o conversational graph.
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2. Structure-augmented utterance representation is .
| The learned utterance representation summarizes local and global information. | beneficial for the downstream task. Qsongsongyajlng
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