
Unsupervised Learning of Deterministic Dialogue Structure
with Edge Graph Auto-Encoder

1. Motivation and Contribution
ØTask Description

Task-oriented dialogue usually follows a typical dialogue flow, 
which can be summarized as a dialogue structure. It describes 
internal logical structures of specific dialogue scenarios. 

Ø Traditional Works
First extracting latent states for each utterance and then calcul-
ating the transition probabilities among states.

How to discover the dialogue structure from dialogue corpora automatically? 

ØOur Work
• Dialogue Structure Definition: We propose a conversational graph (CG) to represent 

deterministic dialogue structure where edges represent context information.
• Dialogue Structure Learning: (1) An unsupervised Edge Graph Auto-Encoder (EGAE) is 

designed to model local-contextual and global-structural information for conversati-
onal graph learning. (2) A self-supervised objective is introduced with the response 
selection task to guide the unsupervised learning of the dialogue structure.

The transitions between the states is ambiguous because of ignoring the 
contextual information when calculating the probabilities.

2.1 Framework 2.2 CG Initialization 2.3 Edge Graph Autoencoder

3. Experiment and Result
Ø Main Result
• Compared with existing methods

• Performance in different domains

Ø Few-Shot DST Task

Ø Semantic Understanding Module (SUM)
The module extracts the semantics information and relations-
hip between the adjacent utterances. The extracted informat-
ion is used to construct a session-specific sub-graph. 

Ø Structure Induction Module (SIM)
The module incorporates session-specific sub-graph into the 
whole conversational graph with unsupervised Edge-Enhanced 
Graph Auto-Encoder (EGAE). 

Ø Graph Incorporation
Applying a non-linear layer to fuse the node 
features of session-specific sub-graph and in-
itialized conversational graph.

ØEdge Graph Auto-encoder
• Encoder

• Decoder

The learned utterance representation summarizes local and global information.

1. The ablation study shows that EGAE and response 
selection task promote dialogue structure learning. 

2. Structure-augmented utterance representation is 
beneficial for the downstream task.

4. Conclusion
• A conversational graph (CG) with edge feature can 

model a deterministic transition in a specific cont-
ext.

• In the future, we will explore a more effective way 
to model complex transition relationships in the 
conversational graph. 

📮

The edge with contextual information make 
-s the dialogue transition deterministic in a 
specific conversation.
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