
• Pair-wise Learning Loss for Extractor

• Construct interaction matrix of directional sentence pair relation.

• Hidden state & accumulated summary representation

• Output distribution of decoder

• Controllable Inference
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Rely on selecting informative content (extractor) as well as aggregating into a summary in 

line with linguistic expression (abstractor). The extractors are largely black-box decisions 

without a rationale of what is informative content. We need methods for identifying the 

sentence informativeness, identifying whether a sentence is relevant to a document and, if so, 

to what extent. Another importance influence is the novelty of the contribution a sentence 

makes to a summary. Therefore, to reveal more of the inner workings of these black-box models 

so as to inject a level of control into the substance and integrity of the final summary, we 

developed a novel select-and-generate framework, called ESCA, that focuses on explain-ability.

The key to the framework is an interaction matrix that highlights the decisions made about 

each sentence, which can be decoupled into three explicit components, informativeness, 

relevance, novelty. Further, which content is selected for extraction can be controlled by 

setting thresholds for novelty or relevance, and applying Mask Matrix to adjust the probability 

of extraction.

• Proposed an explainable content selection module for document summarization.

• Ability to extract the appropriate content for generating a desired summary based on explicit

and quantified measures of informativeness, relevance and novelty to the final summary. 

• Automatically creating synthetic datasets w.r.t novelty and relevance for exercising 

controllable inference without the need to retrain the entire system.
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• We present a novel hybrid framework for document summarization 

ESCA, equipped with a pair-wise ranking extractor that connects with 

an  abstractor armed with a sentence-level attention pointer.

• ESCA is designed to explicitly explain why sentences are marked for 

extraction and to control which sentences are extracted according to 

novelty and relevance score.

• The relationship between sentence pairs contributes more to the 

degree of sentence importance than the relationship between 

sentence and document.

• Abstractive summary is a trade-off between controllability and 

quality of summary, high-quality summary should focus on more 

attributes information.
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