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Part 1 Introduction
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Relation Extraction

1.1 Background

unstructured text structured facts triples 
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Continual Relation Extraction

1.1 Background
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1.2 Challenge

Continual Learning

Train Valid Train Valid Train Valid

Task 1 Task 2 Task 3

1×1 = 1 2×1 = ?  2 1+1 = 2 2+1 = ?  3 1÷1 = 1 2÷1 = ?  2
2×1 = ?  3 2+1 = ?  2

2×1 = ?  2

Catastrophic Forgetting
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1.2 Challenge

Catastrophic Forgetting

When a neural network is utilized to learn a sequence of tasks, the learning of the 
later tasks may degrade the performance of the learned model for the previous 
tasks.

Test

2×2 =?1+ −× ÷
Continual Learning
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The performance of the tasks vary based on the order of the task arrival 
sequence. 

• CF incurred by the different sequences of previous tasks
• the unidirectional knowledge transfer from the previous tasks.× 90+ ÷−

+ −× ÷ 59

1.2 Challenge

Order-sensitivity

(i)    Ethical AI considerations in continual learning, e.g. fairness in the medical domain [Yoon et al. 
2020]; 

(ii)  Benchmarking of continual learning algorithms as most of the existing works pick an arbitrary 
and random sequence of the given tasks for the evaluation [Chen et al. 2018]; 

(iii) Uncertainty to the quality of extracted knowledge in the realistic scenario for knowledge base 
population, where the model is faced with only one sequence.2020-12-18 7



1.3 Our Contribution

Three Contributions:

• A novel curriculum-based continual learning method tackling 
the order-sensitivity and catastrophic forgetting problems in 
continual relation extraction.

• A new relation representation learning method via the 
conceptual distribution of domain and range of relations

• Comprehensive experiments to analyze the order-sensitivity 
and catastrophic forgetting problems in state-of-the-art 
models
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Part 2 Related Works

2020-12-18 9



2 Related Works

Continual Relation Extraction

EA-EMR [Wang et al. 2019]

MLLRE [Obamuyide et al. 2019]

Continual Learning

GEM [Lopez-Paz et al. 2017]   Experience Replay-based Model 

EWC [Kirkpatrick et al. 2016]   Weight Consolidation-based Model 

- R-EWC [Liu et al. 2016]

EMAR [Han et al. 2020]
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Part 3 Curriculum-meta Learning 
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3.1 Continual Relation Extraction

Vanilla Model

ℒ = 푚�� {0, � − 푠�푚 (�+, �) + 푠�푚 (�−, �)}
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3.2 Framework

EA - EMROur Framework2020-12-18 13



3.3  Curriculum-Meta Learning

CML

Meta-Training

Conventional Machine Learning:
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3.3  Curriculum-Meta Learning

CML

Meta-Training

Conventional Machine Learning:
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3.3  Curriculum-Meta Learning

CML

Curriculum-based Memory Replay

1. Assessing the difficulty of tasks.

2. Sampling instances from the memory.

3. Ranking the sampled instances by a 
certain strategy, inducting the model to 
learn the bias between the current task 
and observed similar tasks.
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3.4 Knowledge-based Curriculum

CML

KB-C

Difficulty Function:
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3.4 Knowledge-based Curriculum

CML

KB-C

Representation Function:

푚��
�
ℒ(�, �) = 푚�� ∑

(ℎ′,� ′;�)∈�
[−log��(ℎ′|�) − log��(� ′|�)]
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3.4 Knowledge-based Curriculum

CML

KB-C

Sampling Strategy:

Select and sort memory-stored 
instances of the most similar relations to 
current task.
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Part 4 Experiments and Discussion
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4.1 Experiment Settings

Baselines

Vanilla Model [Yu et al. 2017]

EA-EMR [Wang et al. 2019]

MLLRE [Obamuyide et al. 2019]

Benchmarks [Wang et al. 2019]
Lifelong - Fewrel:                   80 relations and 700 instances per 
relation.
Lifelong - SimpleQuestions:  1,785 relations and totally 72,238 
instances.

EMAR [Han et al. 2020]

Lifelong - Tacred:  42 relations and totally 21,784 instances.
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4.2 Main Results

Metrics: 

퐴���: = ����,��푒푠�

퐴���: =
1
�
∑
� =1
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����,��푒푠��
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2

×
�

�

The average accuracy 퐴��� and whole accuracy 퐴���, with error bounds 퐸�, on the 
test sets of observed tasks at the final time step.
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4.3 Case Study

A case study of EA-EMR, MLLRE and Our CML on the FewRel dataset.

CML EA-EMR

Summary: CML alleviate the order-sensitivity problem.
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A case study of EA-EMR, MLLRE and Our CML on the FewRel dataset.

CML MLLRE

Summary: CML do alleviate the order-sensitivity problem.

4.3 Case Study
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Summary: The performance of CML is much better than MLLRE.

4.4 Alleviate Overfitting on Memory

Memory-Training Rate
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4.5 The effectiveness of KB-C
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A New Metric

Average Forgetting Rate:

Average Forgetting Rate �����  is used to evaluate the actual difficulty of each task 
based on the final result.2020-12-18 26



4.5 The effectiveness of KB-C

Prior Difficulty:           �푝�� ��� : = 1
�−1

∑
�=1;�≠�

�
��
�

Posterior Difficulty:     �푝�푠�� : = �����
� ;     

Summary: domain/range-based relation similarity is positively related to the 
difficulty of the task；Our Kb-C module reduces the interference of similar tasks.
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Part 5 Conclusion
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8 Conclusion

A Task:  Continual Relation Extraction;

Two Problems: Catastrophic Forgetting & Order-Sensitivity;

Two Factors: Over-Fitting & Task Similarity;

Two Main Contribution: CML Framework and KB-C Module;

Three Future Works.
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