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Natural Language Processing

* NLP aims to make computers understand languages

* The nature of NLP is structure prediction

Part of speech:
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Mrs. Clinton previously worked for Mr. Obama, but she is now distancing herself from him . |
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Named entity recognition:
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Mrs. Clinton previously worked for Mr. Obama, but she is now distancing herself from him.
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Mrs. Clinton previously worked for Mr. Obama, but she is now distancing herself from him.
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Advances in Natural Language Processing. Science 2015.
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Deep Learning: Data-Driven NLP

protests escalated over the weekend <EOS>

I |
Die  proteste waren am wochenende eskaliert <EOS> | The protests escalated over the weekend
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Language & Knowledge

* Knowledge enables people to understand language from superficial meanings to
implicative meanings

We need to cure heatstroke | op |<f Domain
We need cooling devices < World

This summer is hot | ﬂ|§< Commonsense
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Challenges of DL for NLU & NLP

. we feel confident that more data
and computation, in addition to
recent advances in ML and deep
learning, will lead to further
substantial progress in NLP.
However, the truly difficult
problems of semantics, context,
wilkd2a and knowledge will probably
uire new discoveries iIn

Advances in Natural Language Processing. Sglnce 2015.

linauistics and inference.




Pretrained Language Model as a Breakthrough in 2018

* Impressive progress of deep learning on unsupervised text corpora

2001 l Neural language models
2008 ¢ Multi-task learning

2013 ¢ Word embeddings

2013 ¢ Neural networks for NLP
2014 ¢ Sequence-to-sequence models

2015 ¢ Attention

2015 Memory-based networks
2018 Pretrained language models

Sebastian Ruder http://ruder.io/a-review-of-the-recent-history-of-nlp/
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What is Language Model

* Language models aims to predict the probability of a sequence as a natural
sentence, or predict the probability of the next word given context

* Language models are a key to NLP and semantic representation of documents

Language Model
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Challenge of Deep Learning in NLP

* Deep Learning has achieved the best performance in most NLP tasks

» Challenges: require large-scale supervised training

Supervised Data
of Specific Tasks Test Data

l l
Training » Model




Pretrained Language Models

* Pre-trained Language Models (PLMs) can learn language patterns from large-
scale un-labeled data, and improve the performance on downstream tasks by
fine-tuning parameters

Large—Scale
Un-labeled Data
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Superior Performance on Language Understanding

GLUE Benchmark
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Superior Performance on Language Generation

100

Human (86%)

9
<
)
n
Q
P
0
e
&
=
Xiaolce (31%)
20 A
0 1 1 1 I I
10 12 14 16 18
Perplexity

12



Contests of Pretrained Language Models

Semi-supervised Sequence Learning

context2Vec
‘ Pre-trained seq2seq
4—_’_’_ \
ULMFlT —— ELMo
GPT
Multi lmgual Transformer Bidirectional L Larger model
More data
MultiFiT .
GPT-2 Defense
v Grover
GPT-3
XLM Crodg-
Udify “ +Knowledge
Unicoder MT-DNN MASS Permutation LM
. Transformer-XL ¥ N N
Knowledge UniLM .
Distillhtion Morefdata VideoBERT : BioBERT
v CBT & SciBERT
MT-DNNkp VILBERT A ClinicalBERT
ERNIE  VisualBERT ERNIE (Baidu) StoryGPT
p XLV (Tsinghua) B2T2 BERT-wwm
SpanBERT 4 Net KnowBert Unicoder-VL MacBERT
RoBERTa SentiLR LXMERT
KEPLER  VL-BERT
. LIBERT UNITER
https://github.com/thunlp/PLMpapers
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Contests of Pretrained Language Models
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Knowledgeable PLM

* External knowledge information can benefit language understanding, for low
resource entities, and implicit background knowledge

—
CHRONICLES
VOLUME ONE

BOB DYLAN

%" Chronicles:

Volume One

Writer
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How to Make PLMs Knowledgeable

* Knowledgeable Input: input augmentation as extra features

« Knowledgeable Tasks: knowledge-guided pre-training tasks

* Knowledgeable Framework: knowledge-guided neural architecture



Knowledgeable Input

 ERNIE: Enhanced Language Representation with Informative Entities

* Lower layers for text, and higher layers for knowledge mtegratlon
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dylan wrote blow 1962 Bob Dylan  Blowin' in the Wind
Tekendnput Bob Dylan wrote Blowin’ in the Wind in 1962
(a) Model Achitecture (b) Aggregator

Zhengyan Zhang, Xu Han, Zhiyuan Liu, Xin Jiang, Maosong Sun, Qun Liu. ERNIE: Enhanced Language
Representation with Informative Entities. ACL 2019.



Knowledgeable Input

* KnowBERT: Knowledge Enhanced Contextual Word Representations

Prince_Motor_Company

4
A Prince_(musician)
Ty | Prince,_West_Virginia

Purple_Rain_(album)
Purple_Rain_(film)
Purple_Rain_(song)

/

Rain_(entertainer)
Rain_(Beatles_song)
~ Rain_(1932_film)

3 Se

Matthew E. Peters, Mark Neumann, Robert Logan, Roy Schwartz, Vidur Joshi, Sameer Singh, Noah A. Smith.
- Knowledge enhanced contextual word representations. EMNLP-IJCNLP 2019.




Knowledgeable Input

« K-BERT: Directly add knowledge without
further pre-training using knowledge layer

Embedding Representation
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Input sentence: Tim Cook is currently visiting Beijing now
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Weijie Liu, Peng Zhou, Zhe Zhao, Zhiruo Wang, Qi Ju, Haotang Deng, Ping Wang. K-BERT: Enabling
Language Representation with Knowledge Graph. AAAI 2020.



Knowledgeable Tasks

« KEPLER: Joint learning of knowledge and language modeling

« Unify knowledge embedding and language representation into the same semantic

space
Germany is a country in Central
and Western Europe ...

i
Ethnic group *
L}

Johannes Kepler

Johannes Kepler was a German : ,"" S (= = = = =
astronomer ... best known for A
his laws of planetary motion.

launched by NASA ... Named
after Johannes Kepler.

An astronomer is a scientist in
the field of astronomy ...

il ... is an independent agency ...
¥ | for the civilian space program ...

Xiaozhi Wang, Tianyu Gao, Zhaocheng Zhu, Zhengyan Zhang, Zhiyuan Liu, Juanzi Li, Jian Tang. KEPLER: A
Unified Model for Knowledge Embedding and Pre-trained Language Representation. To appear at TACL.




Knowledgeable Tasks

« KEPLER: Joint learning of knowledge and language modeling

« Unify knowledge embedding and language representation into the same semantic
space
| |+
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[cLg] Johannhes Kepler was a German astronomer ... [cLs] An astronomer is a scientist in the field of ... I ... Kepler [MASK] to have had an epiphany on ...
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Xiaozhi Wang, Tianyu Gao, Zhaocheng Zhu, Zhengyan Zhang, Zhiyuan Liu, Juanzi Li, Jian Tang. KEPLER: A

Eﬂ____‘Llr_]Eied Model for Knowledge Embedding and Pre-trained Language Represent_at_i_on. To appear at TACL.




Knowledgeable Framework

« K-Adapter: Inject multiple kinds of knowledge by training adapters independently
on different tasks, support continual knowledge infusion

Language Pre-train
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(b) K-Adapter
Ruize Wang, Duyu Tang, Nan Duan, Zhongyu Wei, Xuanjing Huang, Jianshu ji, Guihong Cao Daxm
Jlang, Mlng Zhou. K-Adapter: Infusmg Knowledge into Pre-Trained Models with Adapters. “Arxiv:



Knowledgeable Framework

* LM with mechanisms for selecting and copying facts from KG

[Super Mario Land] is a [1989] [side-scrolling]
|platform video game] developed and published
by as a [launch title] for their [Game

Boy] [handheld game console].
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Super Mario Land is a 1989 side-scrolling platform video game developed and published by Nintendo
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Mario Land ! Nintendo standard vocabulary
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Nintendo

Distribution over
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Robert L. Logan IV, Nelson F. Liu, Matthew E. Peters, Matt Gardner, Sameer Singh. Barack's Wife Hillary:

Using Knowledge-Graphs for Fact-Aware Language Modeling. ACL 2019.
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Resource: Chinese Pre-Trained Models (CPM)
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Resource: Chinese Pre-Trained Models (CPM )

CPM-Generate
Chinese Pre-Trained Language Models (CPM-LM) Version-I

@Python BBMIT %54 v9595 ()9 (90 Updated 2 days ago
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&R CPM (Chinese Pretrained Models) &1t &8 A T & 8EFF 536
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Authors: Zhengyan Zhang, Xu Han, Hao Zhou, Pei Ke, Yuxian Gu, Deming Ye, Yujia Qin,

Yusheng Su, Haozhe Ji, Jian Guan, Fanchao Qi, Xiaozhi Wang, Yanan Zheng, Guoyang Zeng,
Huangi Cao, Shenggi Chen, Daixuan Li, Zhenbo Sun, Zhiyuan Liu, Minlie Huang, Wentao
Han, Jie Tang, Juanzi Li, Xiaoyan Zhu, Maosong Sun

HERR » o .
Abstract: ...as the training corpus of GPT-3 is primarily English, and the parameters are not
BRI A A 9N publicly available. In this technical report, we release the Chinese Pre-trained Language
. Model (CPM) with generative pre-training on large-scale Chinese training data. To the best
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Open Source

* Packages for representation and acquisition of linguistic and world knowledge

* The projects obtain 40000+ stars on GitHub

https://github.com/thunlp

THUNLP

Natural Language Processing Lab at Tsinghua University

FIT Building, Tsinghua U...

] Repositories 58 People 31

Pinned repositories

= OpenKE

An Open-Source Package for Knowledge
Embedding (KE)

@Python K571 ¥ 213

= KRLPapers

Must-read papers on knowledge representation
learning (KRL) / knowledge embedding (KE)

@Tex %352 Yaa

http://nlp.csai.tsinghua.... thunlp@gmail.com
Teams 0 Projects 0 Settings
= OpenNE

An Open-Source Package for Network Embedding
(NE)

@Python K585 %207

= NRLPapers

Must-read papers on network representation
learning (NRL) / network embedding (NE)

@Tex K13k ¥a12

Customize pinned repositories

= OpenNRE

Neural Relation Extraction implemented in
TensorFlow

@pPython K911 ¥ 357

= OpenQA

The source code of ACL 2018 paper "Denoising
Distantly Supervised Open-Domain Question
Answering".

@Python %66 Y10
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KG and DL

@@ MORGAN &CLAYPOOL PUBLISHERS

Introduction to

Graph R
Neural
Networks

Zhiyuan Liu
Jie Zhou

-

SYNTHESIS LECTURES ON ARTIFICIAL
INTELLIGENCE AND MACHINE LEARNING

Ronald J. Brachman, Francesca Rossi, and Peter Stone, Series Editors

GNN

Zhiyuan Liu - Yankai Lin - Maosong Sun

Representation
Learning

for Natural Language Processing

@ Springer

RL for NLP
Open Access!



Outlook

* More methods to incorporate multiple knowledge into deep learning
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Outlook

* More knowledge in future, concepts, commonsense, event, -
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Knowledge-Guided NLP

Deep Learning Embedding
Knowledge

Guide an i

s relative

Buiuiee
bulpueisiapun
@
Z
Z
=
20
—

*@p
é;-@i@/@@ Q o
7-@0® 5o ~
@@\ ?\,@J ()
RN -
SQ=b Knowledge o N
Open Data Extraction Symbol

Deep Learning Knowledge Graph 30

e T—
— —




Special Issue CFP on Pre-trained Language Models

sl http://www.keaipublishing.com/en/journals/ai-open/

Guest Editor: Zhiyuan Liu, Xipeng Qiu, Jie Tang

Al Open Special Issue/Section on Pretrained Language Models
Call for Papers

Volume 1, 2020 X . The release of ELMo, BERT, and GPT in 2018 indicates the success of pre-trained

language models (PLMs), and the following years witness their great breakthrough on
natural language understanding and generation. Many works have been done to
explore more efficient and effective architectures for pre-training, to further improve
pre-trained language models with cross-modal data, cross-lingual data, and structured
knowledge, etc., or innovatively apply PLMs in various NLP-related tasks.

This special issue on Pretrained Language Models is devoted to gathering and
presenting cutting-edge review, research, or applications of PLMs, providing a platform
for researchers to share their recent observations and achievements in this active field.
Specific topics for this special issue include but are not limited to:
e Novel architectures and algorithms of PLMs
Generative PLMs
Fine-tuning and adaptation of PLMs
Multi-task and continual learning of PLMs
Knowledge-guided PLMs
Cross-lingual or multi-lingual PLMs
Cross-modal PLMs
Knowledge distillation and model compression of PLMs
Analysis and probing of PLMs
Applications of PLMs in various areas such as information retrieval, social
computation, and recommendation

kY
‘ vailable onlline at
4, www.sciencedirect.com

ScienceDirect




Thanks!

liuzy@tsinghua.edu.cn

http://nlp.csai.tsinghua.edu.cn/~lzy



