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Natural Language Processing

• NLP aims to make computers understand languages

• The nature of NLP is structure prediction

2Advances in Natural Language Processing. Science 2015.



NLP Is The Key of AI

阿 兰 . 图 灵
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NLP: The Key to Pass Turing Test and Realize AI
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Deep Learning: Data-Driven NLP

4Advances in Natural Language Processing. Science 2015.



Language & Knowledge

• Knowledge enables people to understand language from superficial meanings to 
implicative meanings

这个夏天就像烤箱一样

This summer is hot

We need cooling devices

We need to cure heatstroke Domain

Human Knowledge

World

Commonsense

Linguistics

The summer is like an oven
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Challenges of DL for NLU & NLP
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… we feel confident that more data 
and computation, in addition to 
recent advances in ML and deep 
l ea rn ing ,  w i l l  l ead  to  f u r t he r 
substant ia l  p rogress  in  NLP. 
H o w e v e r ,  t h e  t r u l y  d i f f i c u l t 
problems of semantics, context, 
and  knowledge  w i l l  p robab ly 
r e q u i r e  n e w  d i s c o v e r i e s  i n 
linguistics and inference.

Advances in Natural Language Processing. Science 2015.



Pretrained Language Model as a Breakthrough in 2018

• Impressive progress of deep learning on unsupervised text corpora
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Sebastian Ruder http://ruder.io/a-review-of-the-recent-history-of-nlp/



What is Language Model

• Language models aims to predict the probability of a sequence as a natural 
sentence, or predict the probability of the next word given context

• Language models are a key to NLP and semantic representation of documents
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她是中国人工智能领域的著名_______ Rank 1：专家
Rank 2：学者
Rank 3：科学家
Rank 4：教授

Language Model



Challenge of Deep Learning in NLP

• Deep Learning has achieved the best performance in most NLP tasks

• Challenges: require large-scale supervised training
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Training Model

Supervised Data 
of Specific Tasks Test Data



Pretrained Language Models

• Pre-trained Language Models (PLMs) can learn language patterns from large-
scale un-labeled data, and improve the performance on downstream tasks by 
fine-tuning parameters
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Supervised Data
of downstream tasks Test Data

Fine-Tune Model
Pre-Training

Large-Scale
Un-labeled Data



Superior Performance on Language Understanding
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Superior Performance on Language Generation
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Contests of Pretrained Language Models
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https://github.com/thunlp/PLMpapers



Contests of Pretrained Language Models
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Knowledgeable PLM

• External knowledge information can benefit language understanding, for low 
resource entities, and implicit background knowledge 
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How to Make PLMs Knowledgeable

• Knowledgeable Input:  input augmentation as extra features

• Knowledgeable Tasks: knowledge-guided pre-training tasks

• Knowledgeable Framework: knowledge-guided neural architecture
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Knowledgeable Input

• ERNIE: Enhanced Language Representation with Informative Entities

• Lower layers for text, and higher layers for knowledge integration

17Zhengyan Zhang, Xu Han, Zhiyuan Liu, Xin Jiang, Maosong Sun, Qun Liu. ERNIE: Enhanced Language 
Representation with Informative Entities. ACL 2019.



Knowledgeable Input

• KnowBERT: Knowledge Enhanced Contextual Word Representations

Matthew E. Peters, Mark Neumann, Robert Logan, Roy Schwartz, Vidur Joshi, Sameer Singh, Noah A. Smith. 
Knowledge enhanced contextual word representations. EMNLP-IJCNLP 2019.



Knowledgeable Input

• K-BERT: Directly add knowledge without 
further pre-training using knowledge layer

Weijie Liu, Peng Zhou, Zhe Zhao, Zhiruo Wang, Qi Ju, Haotang Deng, Ping Wang. K-BERT: Enabling 
Language Representation with Knowledge Graph. AAAI 2020.



Knowledgeable Tasks

• KEPLER: Joint learning of knowledge and language modeling 

• Unify knowledge embedding and language representation into the same semantic 
space

20
Xiaozhi Wang, Tianyu Gao, Zhaocheng Zhu, Zhengyan Zhang, Zhiyuan Liu, Juanzi Li, Jian Tang. KEPLER: A 
Unified Model for Knowledge Embedding and Pre-trained Language Representation. To appear at TACL.
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Knowledgeable Framework

• K-Adapter: Inject multiple kinds of knowledge by training adapters independently 
on different tasks, support continual knowledge infusion 

22
Ruize Wang, Duyu Tang, Nan Duan, Zhongyu Wei, Xuanjing Huang, Jianshu ji, Guihong Cao, Daxin 
Jiang, Ming Zhou. K-Adapter: Infusing Knowledge into Pre-Trained Models with Adapters. Arxiv: 
2002.01808.



Knowledgeable Framework

• LM with mechanisms for selecting and copying facts from KG

Robert L. Logan IV, Nelson F. Liu, Matthew E. Peters, Matt Gardner, Sameer Singh. Barack's Wife Hillary: 
Using Knowledge-Graphs for Fact-Aware Language Modeling. ACL 2019.



Resource: Chinese Pre-Trained Models (CPM）
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Resource: Chinese Pre-Trained Models (CPM）

25源码主页（含模型下载） 技术报告



Open Source

• Packages for representation and acquisition of linguistic and world knowledge

• The projects obtain 40000+ stars on GitHub
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https://github.com/thunlp



Books

27

GNN RL for NLPKG and DL
Open Access!



Outlook

• More methods to incorporate multiple knowledge into deep learning
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Outlook

• More knowledge in future, concepts, commonsense, event, …
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Knowledge-Guided NLP
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Special Issue CFP on Pre-trained Language Models

http://www.keaipublishing.com/en/journals/ai-open/
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Guest Editor: Zhiyuan Liu, Xipeng Qiu, Jie Tang



Thanks!
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http://nlp.csai.tsinghua.edu.cn/~lzy

liuzy@tsinghua.edu.cn


