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Contextual Reasoning is Crucial for Human Inference and Hard for Machines 

Example:

Reasoning over long texts introduces new scenarios
Logical reasoning, especially.



A Dataset for Natural Language Inference Addressing Contextual Reasoning

NLI                                                     ConTRoL
Two texts:
• Premise p
• Hypothesis h

Three labels:
• Entailment
• Contradiction
• Neutral



From sentence-level NLI to paragraph-level NLI (Reasoning Abilities)

Comparison



Contextual Reasoning Explores Reasoning Types that are Difficult 

Reasoning types:



Pre-trained Language Models and the NLI Framework

Language models

• BERT
• RoBERTa
• XLNet
• Longformer
• BART



Models Performance on the ConTRoL dataset

Result



SOTA models’ Huge Performance Drop Compared with Existing NLI datasets

Comparison

Far below human ceiling performance



Qualitative and Quantitative Detailed Analysis 

Across different context lengths

Across different reasoning types



Corpus Bias

Ablation study



Case Study

The challenge in ConTRoL

In both cases, the 
correct answer is not 
explicitly mentioned 
in the premise, but 
need contextual 
reasoning to infer. 
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