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Background

• Text style is an interesting phenomenon to model

• Stylized dialogue systems are attractive to users



Motivation

• Most existing stylized dialog models need to train with stylized dialog pairs
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• However, most textual features are embedded in unpaired texts, (e.g. 
Novels)

“…忽见东首火把照耀，有七
八人手执兵器，快步奔来。
张杨二人忙在草丛中躲起。
那干人奔到邻近…”
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Task Setting

• Input

I can response 
in both �0 and 

�1

Dialogue pairs in style �0: �� = {�1, �1�, �2, �2�,…��, ���}

Unpaired texts in style �1: �� = {�1, �2,…, ��}

A dialogue mode that can produce both �0 and �1Responses

• Resulting model
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More on Task Setting

• Note that: This task can be tackled using existing unsupervised text style 
transfer model
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• But this may lead to in-consistent responses



Contribution

• A novel method is proposed to build a stylized dialogue model that can 

capture stylistic features embedded in unpaired texts. Specifically:
• An inverse dialogue model is introduced to generate stylized pseudo dialogue pairs, 

which are further utilized in a joint training process. 

• An effective style routing approach is devised to intensify the stylistic features in the 

decoder.

• Automatic and human evaluations on two datasets show that our method 

outperforms competitive baselines with a large margin in producing stylized 

and coherent dialogue responses.



Inverse dialogue model

• Takes in a response, produce a post

“大哥，有人来啦” “今天有人来看我么？”
Inverse Enc-Dec
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• Use produced pseudo dialogue pairs to train the stylized dialogue model
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Style routing approach 

• Add style embedding at the end 

of each attention block
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Joint Training

• Train the inverse dialogue model and 

stylized dialogue model interactively
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Experiments
• Chinese data: Weibo dialogue (�0), Jinyong novel (�1)

• English data: Reddits informal dialogue (�0), Formal English writing (�1)
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Conclusion

• An inverse dialogue model is introduced in our method to produce stylized 

pseudo dialogue pairs

• Automatic and manual evaluation shows that our method outperforms 

competitive base-lines  in  producing  coherent  and  style-intensive  

responses.
Codes and data are coming soon: 
https://github.com/silverriver/Stylized_Dialog



THANKS
2020.12.19


