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Task: Nested 
NER

Formulation: constituency parsing with 
partially-observed trees



Goa
l

A model that properly tackles nested NER
• Jointly model the observed and the 

latent 
• Good performance

A simple and efficient model
• Avoid re-inventing neural architectures 
• Batchified and tensorized computation



Approac
h

TreeCRFs with partially marginalization
• But inefficient, a major drawback in previous literature  

No clear batchification:
Difference sentences, different 
tree structures

O(n^3) complexity for each 
sentence

This work focus on these two 
problems



Our 
contribution

No clear batchification:
Difference sentences, different 
tree structures

O(n^3) complexity for 
each sentence

Batchfied likelihood evaluation O(n log n) 
complexity

We propose efficient partial marginalization with MASKED INSIDE 
algorithm



Model

Standard Biaffine Scoring (Dozat and 
Manning 16)

Training maximize the likelihood for a partial 
tree … 
… by summing over all compatible full trees



Model

This summation can be down with an Inside-
styled DP

But no clear batchification for sentences with 
different partial trees because DP graph is 
different



To perform partial 
marginalization

Left: Observed partial tree
Right: An example full tree realized from left (other possible full trees 
exist)



Example 
Observed



Example 
Observed



Example 
Rejected

Rejected because of overlapped 
spans



Example 
Rejected

Rejected because of overlapped 
spans



Example Latent

Latent nodes can be realized in a full 
tree



Tagging for 
Latent

… State Department Spokesman Richard 
Boucher …  

PERSO
N

LATENT_
1

Latent nodes cannot have observed tags: PER, LOC, ORG … 
Latent nodes can only be labeled as: LATENT_1, LATENT_2 … 

During training we marginalize all possible latent tags
During Inference we drop entities with latent tags to get partial 
trees



Why we care about nodes with difference 
types?

Different operations for 
different nodes in this DP 
summation



Likelihood Evaluation for 
Observed



Rejection for 
Rejected



Marginalization for the 
Latent



Unify Operations with Mask

Likelihood 
Evaluation

Rejectio
n

Partial Marginalization

A uniform masked 
summation

Likelihood 
Evaluation

Rejectio
n

Partial Marginalization



Compared with the original 
Inside

Sum over all possible 
trees

Sum over all possible full trees 
compatible with a partial tree

Only difference is the mask 
term



Masked 
Inside

One single line change of the original Inside algorithm
Unify the DP graph for sentences with different partial 
trees

Reuse recent efficient bachification and tensorization 
works for the original Inside. We use Torch-Struct



At the end of the 
day

Turn a conceptually 
complicated, practically 
inefficient partial 
marginalization algorithm into 
a simple and efficient Masked 
Inside



Performanc
e



Time 
Complexity



Conclusio
n

A method using partially-observed TreeCRFs for nested 
NER

Key contribution is about efficient inference
• Construct masks to unify different inference operations
• Replace original partial marginalization algorithm with Masked 

Inside algorithm



Conclusio
n

Code: https://github.com/FranxYao/Partially-Observed-TreeCRFs

Any questions, please contact:
chuanqi.tcq@alibaba-inc.com
chenmosha.cms@alibaba-inc.com

Thanks!


