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Introduction

Task: Document-level Relation 

Extraction
• Input:

• document-level text

• multiple entities along with their 

mentions

• Target:
• identify relations for every entity pair

An example from 
DocRED dataset[1]

[1] Yao, Y., Ye, D., Li, P., Han, X., Lin, Y., Liu, Z., ... & Sun, M. (2019). DocRED: A large-scale document-level relation extraction dataset. arXiv preprint 
arXiv:1906.06127.



A Motivating Example

Various dependencies among mentions indicates 

rich interactions, and thereby provides 

informative priors for relation extraction task:
• Blue link: reside in the same sentence and depend 

on local context

• Red link: coreference to each other

• Green link: no direct connection, but might be 

associated via multiple hops



Approach: Formulate Entity Structure 

• Co-occurrence structure: whether or not two 

mentions reside in the same sentence.

• Coreference structure: whether or not two 

mentions refer to the same entity.

• IntraNE: intra-sentential non-entity words (local 

context)



Approach: Structured Self-Attention Network
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• Vanilla self-attention

• Biaffine Transformation

• Decomposed Linear Transformation

# �푖 ,� : structural prior between token i and token j, �푖 ,� ∈
{intra+coref, inter+coref, intra+relate, inter+relate, intranet, NA}
#�� ,   �푖 ,� , �� ,   �푖 ,�

� , �� ,   �푖 ,� , �� ,   �푖 ,� : learnable modules



Experiments

DocRED CDR

GDA



Ablation Study

• Visualization of produced 

structural biases w.r.t. 

each dependency in each 

layer

• Ablation on entity structure 

formulation

• Ablation on Transformation 

modules
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