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Background

• Zero-Shot Entity Linking (Logeswaran et al. 
2019)

• No mentions have been observed for any of the 
test world entities during training. 

• Only textual (non-structured) information is 
available.
• No statistics
• No meta-data

Training domain：Elder Scrolls

Test domain：LEGO



Background

• Bert Baseline (Logeswaran et al. 2019)
• Domain adaptive pre-training

• �푊�→ �푠�� +푡�푡 → �푡�푡  
• �푊�: pre-train on Wikipedia and BookCorpus
• �푠�� : pre-train on source domain (text segments in train data)
• �푡�푡 : pre-train on target domain (text segments in test data)
• Pre-train by MLM task

• Fine-tune by Bert
• Input: �CLS���SEP��푡 �SEP�

• �: Mention context (fixed length around mention)
• �푡 : Description of t-th entity (first paragraph of the description)

• Output: relevant score of t-th entity 
• �CLS� embedding → FFNN



Motivation
• Input Length Limitation

Evidence exists in other paragraphs of entity document
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Motivation

• Evidence scatter in different paragraphs
• Directly expand input text  ❌  (unfeasible due to ���2� complexity of cross-attention)

• Process multiple paragraphs separately
• Existing in Machine Reading Comprehension(MRC) area (Clark and Gardner 2018)
• Feeds query and each paragraph  into a reading comprehension module
• Select the final answer from multiple paragraphs

• How to apply in Entity Linking task
• Unlike MRC task, there are no explicit query and answer

• Our model
• Multiple paragraphs + bidirectional reading



Our Models
• Pre-training

• Domain-Adaptive Pre-training
• �푊�→ �푠�� +푡�푡 → �푡�푡  

• Whole Entity Masking
• Mask whole entity alias in the dictionary
• Replace 15% tokens and 50% entities of the input text



Our Models

• Unidirectional Multi-Paragraph Reading Model(Uni-MPR)
• When evidence exists in different paragraphs of the entity document

• Split entity document to multiple paragraphs �1,…, �� �
• Concatenate mention context � with multiple entity paragraphs, generate mention-entity 

representation �1,…, �� �
• Gather semantic dependence information among paragraphs through a inter-paragraph attention 

(Multi-head attention) �1,…, �� � 



Our Models
• Bidirectional Multi-Paragraph Reading Model(Bi-MPR)

• When evidence exists in different paragraphs of mention & entity document 

• Bottom: generate mention-aware entity representation � as Uni-MPR
• Top: gather semantic dependence information among multiple paragraphs of the mention 

document, generate �1,…, �� �
• Use � as a “query vector” to backward match multiple paragraphs of the mention document.



Experiments

• Zero-Shot EL Dataset (Logeswaran et al. 2019)
• Collect from wikia.com
• 16 domains, 8 training domains, 8 validation domains, 

49275 labeled mentions in training set, 10000 mentions in 
dev and test set

• Model Settings
• Bert Base
• Pre-training: 256-token paragraphs
• Fine-tuning: 

• Baseline: mention paragraph length m=128, entity 
paragraph length n=128

• Bi-MPR: m=n=128, paragraph number: � � = � � = 2 



Experiments

• Performance Comparison



Experiments

• Impact of Input Length
• Assume �= �, � � = � �
• Entity side input length: �× � �
• Mention side input length: �× � �
• In Uni-MPR,  � � = 1



Cases

Both Uni-MPR and Bi-MPR can predict correctly



Cases

Only Bi-MPR can predict correctly
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