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What’s the main topic of this paper?



An Example



Long Sequence Predictions



Another Similar Problem …



The previous research on LSIL
▌ Literature Review of Long Sequence Input Learning Problem (LSIL)

We capture the long term dependencies with gradient descent, however, is difficult 
because the gradients computed by BPTT tend to vanish or explode (Hochreiter et al., 
2001).

BPTT

Gradient Vanishing

Gradient Exploding
It become worse if there are more than 128 BPTT 

steps. 



The previous research on LSIL



The research gap between LSTF and LSIL 
problem
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How do human beings tackle the forecasting 
problem?



The intuitive introduction of attention 



The self-attention in NLP/CV field 



The previous research on efficient self-attention



If we apply the Transformer in LSTF problem …
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Challenges



Challenge 1: Self-attention Mechanism
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Challenge 1: Self-attention Mechanism



Challenge 2: Self-attention Distilling Operation



Challenge 3: Generative Style Decoder



The overall architecture of the proposed Informer 
model
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Experiments settings



Experiments results
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Things to take



We build a benchmark for the long sequence 
problem
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