
Future-Guided Incremental Transformer
for Simultaneous Translation

张绍磊

2020.12.19

1



Motivation

• Simultaneous Translation (ST): starts translations synchronously while 

reading source sentences.

• The source sentence is incomplete and incremental at every decoding step 

during translating.
• Incremental: re-calculation of the all previous hidden states at each decoding step.

• Incomplete: trade-off between translation quality and latency.
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Motivation

• Wait-k policy: 

• First waits for � source tokens, and then translates concurrently with the rest of 

source sentence. 

• Trained by a “prefix-to-prefix” architecture, and integrates some implicit anticipation.
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Motivation

• Weakness of wait-k policy:
• High complexity : 

• re-calculation of the all previous hidden states at each decoding step, making the 

computational cost increase quadratically.

• per-layer complexity of self-attention in wait-k policy is up to O(n3 · d)

• Lack of future: 

• acquisition of implicit anticipation through “prefix-to-prefix” training is data-driven,  since 

the training data contains many prefix-pairs in the similar form.

• inefficient and uncontrollable.
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Motivation

• Avoid high complexity : incremental Transformer
• a unidirectional encoder.

• a decoder with an average embedding layer (AEL).

• Enhance the predictive ability: future-guided training
• encourage the model to embed some future information.

• simultaneously trained a conventional Transformer for full-sentence NMT as the 

teacher of incremental Transformer.
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Method

• Incremental Transformer: 
• Unidirectional encoder (left-to-right): 

• The newly-appearing source word will not 

change the hidden states of the previous 

position. 

• Decoder with Average Embedding Layer (AEL)

• Make up for the lack of attention to the later 

tokens.

• AEL summarize the information of all consumed 

sources, and add it to the unidirectional hidden 

states.

• Do not increase too much complexity.
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Method

• Incremental Transformer: 
• Unidirectional encoder (left-to-right)
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Method

• Incremental Transformer: 
• Decoder with Average Embedding Layer (AEL)

• AEL performs an average operat ion on the input 

embedding:

• map � from the embedding space to the hidden states 

space:

• � is added to the hidden states of the tokens have been 

read in:

• ℎ푖 �  represents the new hidden state of the � �ℎ token when 

reading the first 푖  source tokens.
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Method

• Future-guided training: 
• Knowledge Distillation

• Introduced a conventional Transformer as the teacher of the incremental Transformer, and 

apply �2 regularization term between the hidden states of them:

• Both incremental Transformer and conventional Transformer are trained with cross-entropy 

loss:

• The total loss is calculated as: 9



Experiments

• Datasets: 
•    Nist Chinese → English

• WMT15 German → English

• Systems:
• offline model: bi-Transformer, uni-Transformer

• wait-k policy: baseline(bi), baseline(uni)

• +Teacher: only add a conventional Transformer as the teacher model

• +AEL: only add average embedding layer we proposed

• +AEL+Teacher: add both AEL and the conventional Transformer as the teacher model
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Experiments

• Comparison between Joint Training and Pre-training

1. Jointly training makes the student model get better performance than pre-training.

2. The teacher model is for full-sentence MT, while the student model is for ST, and the two have inherent 
differences in the hidden states distribution. 

3. Should not let the incremental Transformer learn from the conventional Transformer without any difference, but 
narrow the distance between them.
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Experiments

• Comparison with baseline
• The training speed of ‘+AEL’ is about 27.86 times.

• the training speed of ‘+AEL+Teacher’ is increased by about 13.67 times, and translation quality improves 

about 1.88 BLEU on Zh-En and 0.91 BLEU on DeEn (average on different k).
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Experiments

• Impact of the Knowledge Distillation
• �2 regularization term successfully makes incremental Transformer learn some future information from 

conventional Transformer.

• Most of the improvement brought by ‘+Teacher’ comes from the knowledge distillation between the full-

sentence / incremental encoder.
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Experiments

• Prediction Accuracy
• Use GIZA++ to align the tokens between the generated translation and the source 

sentence.

• ‘Absent’ represents the aligned source token has not been read in when generating 

the target token. The generated target token is implicitly predicted by the model.

• ‘Present’ represents the aligned source token has been read in when generating the 

target token.
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Conclusion

• Future-guided incremental Transformer
• Incremental Transformer with AEL:

Accelerate the training speed of the wait-k policy about 28 times, meanwhile attends 

to all consumed source tokens.

• future-guided training: 

Incremental Transformer successfully embeds some implicit future information and 

has a stronger predictive ability, without adding any latency or parameters in the 

inference time.
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