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Background (1): 
Users’ Sparse Feedback Information

• RecSys has become a major monetization 
tool for customer-oriented online services 
• E.g., E-commerce, News Portal, Social 

Networks, etc. 
• Users usually rate or click a small set of 

items compared to hundreds of millions of 
items in the system
• Sparse
• Positive-unlabeled data



Background (2): 
Multi-relational Recommendation

• Multi-relational recommendation
• Heterogeneous interactions 

between user and item (view, 
click, cart, purchase).

• In addition to the target behavior, 
other behavior data also 
provides well-structured 
information and can be used for 
high-quality recommendation.



Preliminary: 
Graph Convolutional Networks

• Most existing research on graph convolutional networks are 
focused on learning representations of nodes in simple 
undirected graphs.

• For capturing high-hop dependencies in the graph, several GCN 
layers can be stacked as:

• For a relational graph, a commonly used GCN formulation is as 
follows

• This formulation leads to over-parameterization and embeds only 
nodes in the graph. 



Graph Heterogeneous Collaborative Filtering

• A novel neural model named 
GHCF for multi-relational 
recommendation.
• Relation-aware GCN 

propagation layers to jointly 
embed both representations of 
nodes and relations in a graph

• Efficient non-sampling learning 
module to achieve more 
effective and stable model 
optimization

• Multi-task prediction



Embedding Propagation Layers

• For node:

where

• For relation:



Multi-task Prediction
• Feature fusion

• Prediction

• Efficient Multi-task Learning without 
Sampling



Experimental settings

 Datasets:
 Baselines:
 NCF (WWW 17)
 ENMF (SIGIR 19)
 LightGCN (SIGIR 20)
 CMF (WWW 15)
 MC-BPR (RecSys 16)
 NMTR (ICDE 19)
 EHCF (AAAI 19, our previous work)

 Evaluation methods: HR@K, NDCG@K, K=10, 50, 100



Model Comparisons 

• Performance comparison on 
three datasets for all 
methods 

• Best Baselines: 
• LightGCN:  Single
• EHCF: Heterogeneous

• GHCF
• Consistently and 

significantly outperforms 
the best baseline



Handling Cold-Start Issue

• GHCF
• Consistently 

significantly 
outperforms the best 
baseline

• The effectiveness of 
leveraging auxiliary 
behavior to alleviate 
the data sparsity 
issue and the strong 
power of our GHCF 
model



Ablation Study 



Conclusion

 We propose a novel neural model named GHCF for 
multi-relational recommendation, which uncovers the 
underlying relationships among heterogeneous user-
item interactions and shows multi-task ability to 
predict various types of user behaviors using one 
unified model.

 We design relation-aware GCN propagation layers, 
which jointly embed both representations of nodes 
(users and items) and relations in a graph to explicitly 
exploit the collaborative high-hop signals.

 The model consistently outperforms the state-of-the-
art recommendation methods, especially for cold-start 
users.

Novel multi-
task 
recommendati
on model
Relation-aware 
GCN 
propagation
Good 
performance



THANKS
2020.12.19


