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Introduction

Offline / Online Learning

What is Online Learning?

Batch/Offline Learning

— e (ye f(x2))
- e B g Feedback
S
- - B e .
- - S~ = lUpdate

rierang Sal ¥
o e e Xt f (Xt)
R ._,.#"" = Predictor —=
C PO - Dasiction
: T:.iclll

Xiao Zhang (RUC) AAAI 2021 December 19, 2020 3/22



Introduction

Offline / Online Model Selection
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Figure 1: Comparison between offline model selection and online model selection
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Figure 2: Performances of Kernelized Online Gradient Decent (KOGD) and Kernel
Perceptron (KP) using different Gaussian kernels for online classification
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Introduction

Candidate Kernels

@ Finite kernel set

containing a finite number of candidate kernels:

Hy = {Hiticiv,
where N 1s the number of candidate kernels.

@ Continuous kernel space

containing continuously many candidate kernels:
Ho ={H, | 0 € Q},

where (2 is the parameter interval of candidate kernels,
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Introduction

Regret of Online Kernel Selection

Definition 1 (Worse-Case Regret of Online Kernel Selection)

Given a continuous kernel space Ho

Assuming that {f; },c(rj C Ha is a hypothesis sequence generated by an online kernel selection
procedure after T rounds,

the worse-case regret (regret) of online kernel selection is defined as follows:

T

Rreg ({ft}tG[T Z e(ﬁ(xf)7yl‘ _ ( ( t)7yt)] = O(T)7

=1

where g € Ha is the competing hypothesis,
which is typically defined as the best hypothesis in hindsight:

T
g=f" = argminZE (f (%), ) -

feEHa =1
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Introduction

New Challenges of Online Kernel Selection

(1) High computational complexities

» Quadratic time complexity [Singh and Principe, 2011]
+ Linear space complexity [Chen et al., 2016]

(2) Lack of theoretical guarantees

» Regret bounds dependent on the number of kernels [ Yang et al., 2012]
» Expected regret bounds in continuous kernel space [Zhang and Liao, 2020]
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Introduction

Main Contribution

Table 1: Comparison with the existing online kernel selection approaches

Computational complexities

Theoretical guarantees

Time (per round)  Time (overall)  Space #Candidate = Regret bound
Existing Linear Quadratic Linear Finite Square root
Proposed | Constant Linear Constant | Infinite Square root
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Main Results

Learning Framework
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Figure 3: Online kernel selection using time-varying hypothesis sketching
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Time-Varying Hypothesis Sketch

@ Time-varying hypothesis sketch at round ¢

Foi() = (@O, 90 (), o, €Q,

where V, = {x;}¥"] C X is a buffer.

@ Basis vector and its corresponding weight vector

,(’bfg'tt)() — I:Kat(.7i.1)7 ° '7I€0't<'7i:|Vt|>]T7 -i.i € vh

T
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Figure 4: Online kernel selection using time-varying hypothesis sketching
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Two Online Kernel Selection Categories

Figure 5: Two Online Kernel Selection Categories at round ¢#: OKS-SPT (left)
denotes the online kernel selection by selection-post-training; OKS-TPS (right)
denotes the online kernel selection by training-post-selection.
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Main Results

Two Online Kernel Selection Categories

Category 1: Online Kernel Selection by Selection-Post-
Training (OKS-SPT)

Require: the continuous kernel space Cq, initial kernel x4,

1: Initialize the weight vector w® =0

2: fort=1,...,Tdo

3:  Compute the hypothesis sketch fo,.+(-) = (w® (t)(-))

R ok

4:  Predict g, = sgn(f,, +(x:)) for classification or

aintain the buffer
Vi+1 = BUFFERMAINTENANCE()V;, z¢) and obtain
ma +1
5o = (w95 ()
6:  Update the weight vector

w1 = WEIGHTUPDATING(f2%,, z) and obtain
(t41) g1 ()

ay t-+

7:  if the buffer changes then
8: Select Ko, ;, = KERNELSELECTION (Ko, , 2t) from Kq
and obtain f, WA E

9: else

10: Koyy1 = Koy

11:  endif

12: end for
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Two Online Kernel Selection Categories

Category 2: Online Kernel Selection by Training-Post-
Selection (OKS-TPS)

Require: the continuous kernel space Kgq, initial kernel x4,

1: Initialize the weight vector w =0

2: fort=1,...,T do

3:  Compute the hypothesis sketch f,, +(-) = (w(t),¢§? ()

4:  Predict §: = sgn(fs, +(x+)) for classification or

Ut = fo,,t(@+) for regression

5:  Selectakernel k., , = KERNELSELECTION(K ¢, 2t)

from Ko
infain the buffer

Vi+1 = BUFFERMAINTENANCE(V;, z;) and obtain

e = WO, 95t ()
Update the weight vector
(+1) — WEIGHTUPDATING( f™?

fo't+1 ,t+1
&: end for

aim
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Main Results

Our Theory: Regret Analysis
Theorem 2 (Regret of OKS-SPT)

Let ICqy be a continuous kernel space that contains Gaussian kernel functions, {fs,. f}thl - H be the
hypothesis skeich sequence generated by OKS-SPT. N

Define D(f, g) = max,eq) |f(x:) — g(x:)|, where f, g € H.

Assume Cmax = max; je[r) ||%i —xj||> and R = SUP 77 \If[l.5;, then there exists a constant C > 0 such that

RegT({fatat}lehf*) S Ul + U2 + U3 )

Optimization  Estimation  Approximation
_ D(Fk %
where Uy = D(fg,7fa,)’

B (CVat)’

Uy = 2RC\/ [T — O(nT)] + — + ~—Y"" 7 T,
2’)’]f 2
2
-3 ==
52 [omaConasD (s, foprs1) + L]
g, o~ = (o2 (og 1y
Us = 2Cmax —2 B fon,i1) + (277) el ; 1o T.
min g
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Our Theory: Regret Analysis

(1) Selection-post-training (OKS-SPT): O(\/T) 5t 7

» Stepsize: 7,7, = O(1/V/T)
» Threshold value for buffer: v = O(1/T)
» Hypothesis value: O(1/+/T)
(2) Selection-post-training (OKS-TPS): O(\/T) 5t 7

» Stepsize: 17,1, = O(1/V/T)
» Threshold value for buffer: v = O(1/T)

» Conditions for kernel matrix:
detKz- y,uqx,)/ det Ko vt = 0(u),

VKoo )T () = (Koov) 000, () = O(1).

Xiao Zhang (RUC) AAAI 2021 December 19, 2020



Our Theory: Comparison of Theoretical Results

Table 2: Comparison among online kernel selection approaches

Computational Complexities

Regret Guarantees

Approach - -

#Updates  Time (overall)  Space Candidate Regret bound
OKS T O(T> + NT)  O(T) Finite 0 (/N(nN) T)
MS-FTPL | T 0 (NT?) O(NT) Finite 0 \/JW)
OKL-GD | T 0(T?) o(T) Continuous ~ —
RRF T 0o(T?) o(T) Continuous ~ —
OKS-SPT | In(T) O((InT)?T) O((InT)?) | Continuous O (/T
OKS-TPS | T O((InT)?T) O((InT)?) | Continuous O (/T

@ 7': the number of rounds.

@ N: the number of candidate kernels.
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Main Results

Empirical Verification

Table 3: Performances of OKL-GD, OKS, RRF and the proposed OKS-SPT,
OKS-TPS for online classification w.r.t. the mistake rate (%) and the running time (s).

. german spambase mushrooms
Algorithm - - - - - -
Mistake rate Time Mistake rate Time Mistake rate Time
OKL-GD 34.960 £ 1.518 0.194 36.031 £+ 0.421 6.700 4.226 £+ 0.910 37.230
OKS 42.320 4 1.307 0.226 34.355 £+ 0.372 4.083 9.441 £ 0.282 9.787
RRF 31.140 £ 0.114 0.372 44961 £+ 0.820 4767 16.166 £ 0.964 21.750
OKS-SPT 29.920 + 0.286 0.244 28.436 £ 0.213 2.533 6.585 £ 0.246 4.240
OKS-TPS 29.760 + 0.270 0.296 28.450 £ 0.188 2.590 3.139 £ 0.481 6.910
. a%a w7a ijcnnl
Algorithm - - - " - "
Mistake rate Time Mistake rate Time Mistake rate Time
OKL-GD 23.936 =+ 0.008 321.525 2.975 £+ 0.062 857.268 9.575 £+ 0.012 134.880
OKS 23.617 £ 0.127 1053.420 7.637 £ 0.024 943.855 9.578 £ 0.184 618.520
RRF 23.931 £ 0.001 152.265 2.978 £ 0.004 674.735 9.574 4 0.001 39.290
OKS-SPT 20.368 + 0.659 39.360 2.675 £+ 0.023 94.530 9.478 £ 0.003 33.860
OKS-TPS 22.379 £ 0.192 48.815 2.631 £ 0.010 96.395 9.440 =+ 0.002 35.165
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Conclusion

» Two online kernel selection categories via time-varying hypothesis sketching.
@ Meet the new challenges of online kernel selection.

@ A time-varying sketching approach to online model selection.
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